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## Abstract

In this thesis we study the speed of convergence in the Boolean and monotone central limit theorems. We also investigate some ergodic properties for certain transformations on the real line.

In the Boolean central limit theorem, we obtain a bound of order $\frac{1}{\sqrt[3]{n}}$ of the speed of convergence for measures with finite fourth moment. The proof is based on the Boolean cumulants. When the measures have bounded support, we get a bound of order $\frac{1}{\sqrt{n}}$ of the speed of convergence, and we show that this bound is sharp. We derive this result from a more general theorem describing very explicitly the convergence in the Boolean central limit theorem. These results are in terms of the Lévy metric.

For the monotone central limit theorem, we obtain a bound of order $\frac{1}{\sqrt[8]{n}}$ of the speed of convergence for measures with finite fourth moment. We improve this bound for the case of measures with finite sixth moment. We get a bound of order $\frac{1}{\sqrt[4]{n}}$, and we prove that this bound is sharp. The proofs of these results are based on the complex analysis methods of non-commutative probability.

Finally, the $F$-transform of measures singular to the Lebesgue measure induces a transformation on the real line which preserves the Lebesgue measure. We prove that for measures of zero mean and unit variance these transformations are pointwise dual ergodic with return sequence $\frac{\sqrt{2 n}}{\pi}$, extending a previous result of Aaronson.
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## Chapter 1

## Introduction

This thesis fits into the areas of non-commutative probability and infinite ergodic theory. In non-commutative probability theory, we obtain some Berry-Essen type estimates for the Boolean and monotone central limit theorems. On the side of infinite ergodic theory, we improve a result of Aaronson about the ergodicity of a class of transformations on the real line. This class includes most of the known transformations on the real line that preserve the Lebesgue measure.

## Non-Commutative Probability

Non-commutative (or quantum) probability has its origins in the works of Cushen and Hudson [14], Hudson [20], Giri and von Waldenfels [17], von Waldenfels [33], and Voiculescu [30]. Their work leads to generalizing the concepts of random variable, expectation, and distribution to a non-commutative setting. More importantly, it was realized that in the non-commutative world the notion of independence is a broader concept and that other types of independence exist besides the classical one. The existence of new types of independence attracted much attention. This because, at least theoretically, a new notion of independence may lead to new central limit theorems and other important analogs to the ones in classical probability such as stochastic processes. Over time several notions of independence have been introduced. Some of the most studied are the following: free independence [30], Boolean independence [29], operator-valued free independence [31], c-free independence [12], q-independence [27], monotone independence [25], and bi-free independence [32]. For each of the new notions of independence a central limit theorem was also obtained.

Now, there is an important result that gives a more quantitative version of the classical central limit theorem. This result is known as the Berry-Esseen Theorem ([11], [15]), and it establishes a bound for the rate of convergence in the classical central limit theorem. Let $\mu$ be a probability measure of zero mean and unit variance. The Berry-Esseen theorem states that if $\int_{\mathbb{R}}|x|^{3} d \mu<\infty$, then the distance to the standard Gaussian distribution $\mathcal{N}$ is bounded for n big enough as follows

$$
d_{k o l}\left(D_{\frac{1}{\sqrt{n}}} \mu^{* n}, \mathcal{N}\right) \leq C \frac{\int_{\mathbb{R}}|x|^{3} d \mu}{\sqrt{n}}
$$

where $*$ denotes the classical convolution, $d_{k o l}$ stands for the Kolmogorov distance, $D_{b} \mu$ designates the dilation of a measure $\mu$ by a factor $b>0$, and $C$ is an absolute constant. Moreover, this estimate is sharp, so there is a measure $\mu_{0}$ such that $d_{\text {kol }}\left(D_{\frac{1}{\sqrt{n}}} \mu_{0}^{* n}, \mathcal{N}\right) \geq \frac{c}{\sqrt{n}}$ as $n \rightarrow \infty$.

The great importance of the Berry-Esseen theorem is that, as in any limit theorem, for many applications of the classical central limit theorem one needs a quantitative version of it; a version where an estimation of the speed of convergence is obtained. So, as non-commutative
probability brought new notions of independence and its respective central limit theorem, it is important to obtain quantitative versions (Berry-Esseen type estimates) for them. Next, we collect some of the main results obtained in this direction. In the free central limit theorem, a Berry-Esseen type estimate was given by Kargin [21] for the bounded case and then broadly improved by Chistyakov and Götze [13] for measures with finite fourth moment; if $\mu$ is a probability measure with $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{4}(\mu)<\infty$, then the distance to the standard semicircle distribution $\mathcal{S}$ satisfies for $n$ large

$$
d_{k o l}\left(D_{\frac{1}{\sqrt{n}}} \mu^{\boxplus n}, \mathcal{S}\right) \leq C^{\prime} \frac{\left|m_{3}(\mu)\right|+\left|m_{4}(\mu)\right|^{1 / 2}}{\sqrt{n}},
$$

where the symbol $\boxplus$ denotes the free convolution, and $C^{\prime}$ is an absolute constant. Here, as in the classical Berry-Esseen theorem, the estimate is sharp.

Now for the operator-valued free central limit theorem, Speicher [24] obtained that the rate of convergence in is bounded by the order $\frac{1}{\sqrt{n}}$. In the finite-free probability setting, Arizmendi and Perales [5] also show that the rate of convergence in is bounded by the order $\frac{1}{\sqrt{n}}$.

This thesis enters in this line of research.
Main Objective: To obtain Berry-Esseen type estimates for the Boolean and monotone central limit theorems.

For the Boolean central limit theorem, the first thing one notes is that convergence in the Kolmogorov distance does not hold. Thus, we consider the Lévy distance instead, which seems the most appropriate.

Our first contribution considers measures with finite fourth moment.
Theorem 5. Let $\mu$ be a probability measure such that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{4}(\mu)<\infty$. Then for the measure $\mu_{n}=D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n}$, where $\uplus$ denotes the Boolean convolution, we have that

$$
d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \leq \frac{7}{2} \sqrt[3]{\frac{m_{4}(\mu)-1}{n}} \text { for } n \geq 1
$$

The proof of this theorem is a direct consequence of a general quantitative estimate of the distance to Bernoulli distribution in terms of the fourth moment: $d_{l e v}(\mu, \mathbf{b}) \leq \frac{7}{2} \sqrt[3]{m_{4}(\mu)-1}$.

We think that the estimate in the above theorem is not sharp. We believe that the sharp rate must be of order $\frac{1}{\sqrt{n}}$.

Our second contribution specializes in the case of measures with bounded support. In this case we give a sharp bound for the rate of convergence.

Theorem 6. Let $\mu$ be a probability measure such that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $\operatorname{supp}(\mu) \subset$ $[-K, K]$. Then the measure $\mu_{n}:=D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n}$ satisfies for $\sqrt{n}>K$ that:

1) supp $\mu_{n} \subset\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right] \cup\left\{x_{1}, x_{2}\right\}$, where $\left|(-1)-x_{1}\right| \leq \frac{K}{\sqrt{n}}$ and $\left|1-x_{2}\right| \leq \frac{K}{\sqrt{n}}$.
2) For $p=\mu_{n}\left(\left\{x_{1}\right\}\right), q=\mu_{n}\left(\left\{x_{2}\right\}\right)$ and $r=\mu_{n}\left(\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right]\right)$, we have that $p, q \in\left[\frac{1}{2}-\frac{2 K}{\sqrt{n}}, \frac{1}{2}+\frac{K}{2 \sqrt{n}}\right]$ and $r<\frac{4 K}{\sqrt{n}}$.

In particular, the Lévy distance between $\mu_{n}$ and $\mathbf{b}$ is bounded by

$$
d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \leq \frac{2 K}{\sqrt{n}}
$$

Now, we present our results for the monotone case. In this case we consider the Kolmogorov distance as in the classical and free cases. Recall that the arcsine distribution a is given by the density $d \mathbf{a}(t):=\frac{1}{\pi \sqrt{2-t^{2}}}$ for $t \in(-\sqrt{2}, \sqrt{2})$.

Our first estimation treats measures with finite fourth moment.
Theorem 7. Let $\mu$ be a probability measure. Suppose that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{4}(\mu)<$ $\infty$. Let $\mu_{n}=D_{1 / \sqrt{n}} \mu^{\triangleright n}, n \geq 1$. Then there exists a constant $k$ depending only on $\mu$ such that we have the Kolmogorov distance

$$
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq k n^{-1 / 8}
$$

We do not know if the bound in this theorem is sharp.
In our following theorem we obtain a sharp bound for the rate of convergence, but we weaken a bit the generality.
Theorem 8. Let $\mu$ be a probability measure. Suppose that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{6}(\mu)<$ $\infty$.

Let $\mu_{n}=D_{1 / \sqrt{n}} \mu^{\triangleright n}, n \geq 1$. Then there exists a constant $k$ depending only on $\mu$ such that we have the Kolmogorov distance

$$
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq k n^{-1 / 4}
$$

## Infinite Ergodic Theory

Infinite ergodic theory studies the ergodic properties of measure-preserving transformations when the measure of the underlying space is infinite. The transformations on the real line that preserve the Lebesgue measure were one of the first situations studied. Next, we discuss some of the main results obtained for this situation.

In 1973 Adler and Weiss [3] proved that the Boole transform $T(x)=x-\frac{1}{x}$, for $x \in \mathbb{R} \backslash\{0\}$, preserve the Lebesgue measure and is ergodic. Later, Li and Schweiger [23] proved that the generalized Boole transform $T(x)=x-\sum_{i=1}^{n} \frac{p_{i}}{x-a_{i}}$, for $x \in \mathbb{R} \backslash\left\{a_{i} \mid i=1, \ldots, n\right\}$, where $p_{i} \geq 0$ and $a_{i} \in \mathbb{R}$, also preserves the Lebesgue measure and is ergodic. In [28] Schweiger showed the same conclusions are valid for $\tan (x)$, and in [22] similar results were obtained for other real transformations preserving the Lebesgue.

Aaronson [1] obtains a generalization that includes all the past results. Consider the $F$ transform $F_{\mu}(z)=\left[\int_{\mathbb{R}} \frac{1}{z-t} d \mu(t)\right]^{-1}$ of a positive measure $\mu$ over $\mathbb{R}$. For singular measures $\mu$ with respect to the Lebesgue measure, it turns out that we can extend the $F$-transform $F_{\mu}$ to $\mathbb{R}$, that is, the limit $T(x):=\lim _{y \rightarrow 0} F_{\mu}(x+i y)$ exists and is real a.e. in $x \in \mathbb{R}$. Moreover, if $\mu$ is a probability measure, then $T(x)$ preserves the Lebesgue measure. The nice observation is that all the transformations that we mention above are obtained in this way. For example, the Boole transform is the extension to $\mathbb{R}$ of the $F$-transform $F_{\mathbf{b}}(z)=z-\frac{1}{z}$ of the Bernoulli distribution $\mathbf{b}=\frac{1}{2} \delta_{-1}+\frac{1}{2} \delta_{1}$.

Now, Aaronson proved that under additional hypothesis on the measure $\mu$, the transformation on $\mathbb{R}$ obtained as above is ergodic.
Theorem (Aaronson). Let $\mu$ be a probability measure of zero mean and unit variance. Suppose that $\mu$ is singular with respect to the Lebesgue measure and that the support of $\mu$ is bounded. Then the real restriction of $F_{\mu}$,

$$
T(x):=\lim _{y \rightarrow 0} F_{\mu}(x+i y)
$$

is conservative and ergodic transform. Moreover, $T$ is pointwise dual ergodic with return sequence $\frac{\sqrt{2 n}}{\pi}$.

In [34], Wang proves that the conclusions of $T$ being conservative and ergodic still holds if we omit the hypothesis of bounded support. We extend the result of Wang, by proving that it is also true that $T$ is pointwise dual ergodic with return sequence $\frac{\sqrt{2 n}}{\pi}$.

Theorem 12. Let $\mu$ be a probability measure of zero mean and unit variance. Suppose that $\mu$ is singular with respect to the Lebesgue measure. Then the real restriction of $F_{\mu}$

$$
T(x):=\lim _{y \rightarrow 0} F_{\mu}(x+i y)
$$

is pointwise dual ergodic with return sequence $\frac{\sqrt{2 n}}{\pi}$.
This thesis is organized as follows:

- In Chapter 2 we give a brief introduction to non-commutative probability theory passing through the relevant concepts and properties involved in our research about the speed of convergence of the Boolean and monotone central limit theorem.
- In Chapter 3 we establish a theorem that bounds the Lévy distance of a measure to the Bernoulli distribution in terms of the fourth moment. We use this theorem and the theory of Boolean cumulants to prove the theorem of the rate of convergence in the Boolean central limit theorem for measures of finite fourth moment. We also prove the estimate for measures of bounded support and give an example that shows that the bound is sharp.
- In Chapter 4 we give the proofs of the theorems concerning the speed of convergence in the monotone central limit theorem. The proofs are based on the complex analytic tools of non-commutative probability.
- In Chapter 5 we first review the basics of infinite ergodic theory and the work of Aaronson about inner function on the upper half-plane. Then we establish Theorem 12.


## Chapter 2

## Non-Commutative Probability

Non-commutative probability theory generalizes classical probability theory. In this new framework, the notion of independence loses the intrinsic role that it has in classical probability, and new types of independence appear. For some of those new types of independence it is possible to develop parallel theories with the ones in classical probability.

In this chapter we give a brief introduction to the theory of non-commutative probability focusing on the Boolean and monotone notions of independence. We first review the main analytic tools of the theory. Then we explain the main ingredients and the general objective of the theory. Finally, we study the sum of random variables that are Boolean or monotone independent.

### 2.1 Analytic Tools

In this section we introduce some transforms that assign to a measure on $\mathbb{R}$ an analytic complex function. This transforms form the analytic machinery of non-commutative probability theory. We also define the Kolmogorov and Lévy distances, and we recall Bai's theorem to estimate the Kolmogorov distance. These concepts are used to study the convergence of measures in the subsequent chapters.

### 2.1.1 Notation

We denote by $\mathcal{M}$ the set of all Borel probability measures and by $\mathcal{M}_{0}^{1}$ the subset of $\mathcal{M}$ of measures with zero mean and unit variance. Let $\mu$ be a probability measure. We write $m_{n}(\mu)$ for the n-th moment of $\mu$. The notation $\mathcal{F} \mu$ denotes the cumulative distribution function of $\mu$, that is $\mathcal{F} \mu(x)=\mu((-\infty, x])$ for $x \in \mathbb{R}$. The support of a measure $\mu \in \mathcal{M}$ is denoted by $\operatorname{supp}(\mu)$. For $\mu \in \mathcal{M}$ let $D_{a} \mu$ denote the dilation of a measure $\mu$ by a factor $a>0$; this means that $D_{a} \mu(B)=\mu\left(a^{-1} B\right)$ for all Borel sets $B \subset \mathbb{R}$.

By $\mathbb{C}^{+}$and $\mathbb{C}^{-}$we denote the open upper and lower complex half-planes, respectively.

### 2.1.2 The Cauchy transform

The Cauchy transform (a.k.a. Stieltjes transform) associates to each Borel measure on $\mathbb{R}$ an analytic complex function. Many features of the measure like the support or the moments become now information of an analytic function that we can study using the tools from complex analysis.

Definition 1. The Cauchy transform of a positive measure $\mu$ is defined as

$$
\begin{equation*}
G_{\mu}(z):=\int_{\mathbb{R}} \frac{1}{z-t} d \mu(t) \quad \text { for } z \in \mathbb{C} \backslash \operatorname{supp}(\mu) . \tag{2.1}
\end{equation*}
$$

For a measure $\mu \in \mathcal{M}$, the Cauchy transform is analytic in $\mathbb{C} \backslash \operatorname{supp}(\mu)$ and maps $\mathbb{C}^{+}$to $\mathbb{C}^{-}$ (and vice versa). We can recover a measure $\mu \in \mathcal{M}$ from its Cauchy transform. This result is known as the Stieltjes inversion formula:

$$
\begin{equation*}
\mu((a, b])=\lim _{\delta \downarrow 0} \lim _{\epsilon \downarrow 0}-\frac{1}{\pi} \int_{a+\delta}^{b+\delta} \operatorname{Im}\left(G_{\mu}(x+i \epsilon)\right) d x . \tag{2.2}
\end{equation*}
$$

This formula implies that the Cauchy transform $G_{\mu}$ determines completely the measure $\mu$. Next, we present some important properties of the Cauchy transform.

Proposition 1. Let $\mu$ be a Borel measure on $\mathbb{R}$. Then the Cauchy transform of the dilation $D_{a} \mu$ is given by

$$
\begin{equation*}
G_{D_{a} \mu}(z)=\frac{1}{a} G_{\mu}\left(\frac{z}{a}\right) \quad \text { for } z \in \mathbb{C}^{+} \tag{2.3}
\end{equation*}
$$

Proposition 2. Let $\mu$ be a Borel measure on $\mathbb{R}$. Then

$$
\begin{equation*}
\left|G_{\mu}(z)\right| \leq \frac{\mu(\mathbb{R})}{\operatorname{Imz}}, \quad \text { for } z \in \mathbb{C}^{+} \tag{2.4}
\end{equation*}
$$

Proposition 3. Let $\mu$ be a Borel measure on $\mathbb{R}$. If supp $(\mu) \subset[-K, K]$, then

$$
\begin{equation*}
G_{\mu}(x) \neq 0 \quad \text { for } x \in \mathbb{R} \backslash[-K, K] . \tag{2.5}
\end{equation*}
$$

The following proposition is essentially Proposition 5.1 ii) in [10]. It tells us that the asymptotic behavior of the Cauchy transform is quite simple.

Proposition 4. Let $z_{n} \in \mathbb{C}^{+}$such that $z_{n} \rightarrow \infty$ non-tangentially, that is, $\left|z_{n}\right| \rightarrow \infty$ and for some $\alpha>0$ we have $\left|\operatorname{Re}\left(z_{n}\right)\right| \leq \alpha \operatorname{Im}(z)$ for all $n$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} z_{n} G_{\mu}\left(z_{n}\right) \rightarrow \mu(\mathbb{R}) \tag{2.6}
\end{equation*}
$$

Proposition 5. If $\int|t| d \mu(t)<\infty$, then

$$
\begin{equation*}
G_{\mu}(z)=\frac{\mu(\mathbb{R})}{z}+\frac{\mu(\mathbb{R})}{z} \int_{\mathbb{R}} \frac{t}{z-t} d \mu(t) \quad \text { for } z \in \mathbb{C}^{+} \tag{2.7}
\end{equation*}
$$

Proposition 6. Let $\mu$ be a finite Borel measure over $\mathbb{R}$. Suppose that $\int_{\mathbb{R}}|t|^{n} \mu<\infty$. Then we have the expansion

$$
G_{\mu}(z)=\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}+o\left(\frac{1}{z^{n+1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially }
$$

where $m_{i}(\mu):=\int_{\mathbb{R}} t^{i} \mu$.
Conversely, if $n$ is even and $G_{\mu}(z)$ admits the previous expansion for real numbers $m_{i}$ $i=0, \ldots, n$, then $m_{i}=\int_{\mathbb{R}} t^{i} \mu$ for $i=0, \ldots, n$.

### 2.1.3 The $F$-transform

The $F$-transform is defined as the multiplicative inverse of the Cauchy transform. This transform plays a central role in non-commutative probability theory. Many important operations of the theory (as the sum of "independent" random variables) can be expressed naturally in terms of the $F$-transform.

Definition 2. The $F$-transform of a positive measure $\mu$ is the holomorphic function $F_{\mu}$ : $\mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$defined as

$$
\begin{equation*}
F_{\mu}(z):=\frac{1}{G_{\mu}(z)} \quad \text { for } z \in \mathbb{C}^{+} \tag{2.8}
\end{equation*}
$$

One reason why the $F$-transform is so useful is that it is, in particular, a Nevanlinna function, and these functions are well understood.

Now, we present some properties of the $F$-transform relevant for us.
Proposition 7. For $b>0$ we have

$$
\begin{equation*}
F_{D_{b} \mu}(z)=b F_{\mu}\left(\frac{z}{b}\right) \quad \text { for } z \in \mathbb{C}^{+} \tag{2.9}
\end{equation*}
$$

The $F$-transform can be used to identify potential atoms of a measure.
Proposition 8. If $a \in \mathbb{R}$ is an isolated atom of $\mu \in \mathcal{M}$, then $F_{\mu}(a)=0$.
The following proposition establishes a very helpful connection between the asymptotics at infinity of the Cauchy transform and the $F$-transform.

Proposition 9. Let $\mu$ be a positive measure. Let $G_{\mu}$ and $F_{\mu}$ be the corresponding Cauchy and $F$-transform respectively. Then $G_{\mu}$ admits the representation

$$
\begin{equation*}
G_{\mu}(z)=\frac{m_{0}}{z}+\frac{m_{1}}{z^{2}}+\cdots+\frac{m_{n}}{z^{n+1}}+o\left(\frac{1}{z^{n+1}}\right), \quad \text { as } z \rightarrow \infty \tag{2.10}
\end{equation*}
$$

where $m_{0}, m_{1}, \ldots, m_{n}$ are real numbers, if and only if $F_{\mu}$ admits the representation

$$
\begin{equation*}
F_{\mu}(z)=z+s_{1}+\frac{s_{2}}{z}+\frac{s_{3}}{z^{2}}+\cdots+\frac{s_{n}}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \tag{2.11}
\end{equation*}
$$

where $s_{1}, \ldots, s_{n}$ are real numbers.
Proof. We proof the forward implication. The proof of the backward implication is analogous. Without loss of generality, we assume that $m_{0}=1$. All the asymptotics in this proof are for $z \rightarrow \infty$. We have that

$$
\begin{aligned}
F_{\mu}(z) & =\frac{1}{G_{\mu}(z)} \\
& =\frac{1}{\frac{1}{z}+\frac{m_{1}}{z^{2}}+\cdots+\frac{m_{n}}{z^{n+1}}+o\left(\frac{1}{z^{n+1}}\right)} \\
& =\frac{1}{\frac{1}{z}\left(1+\frac{m_{1}}{z}+\cdots+\frac{m_{n}}{z^{n}}+o\left(\frac{1}{z^{n}}\right)\right)} .
\end{aligned}
$$

Put $p(z)=\frac{m_{1}}{z}+\cdots+\frac{m_{n}}{z^{n}}$. We have that

$$
\begin{equation*}
\frac{1}{1+p(z)+o\left(\frac{1}{z^{n}}\right)}=\frac{1}{1+p(z)}-\frac{o\left(\frac{1}{z^{n}}\right)}{(1+p(z))\left(1+p(z)+o\left(\frac{1}{z^{n}}\right)\right)} \tag{2.12}
\end{equation*}
$$

For $|z|$ large enough $|p(z)|$ is small, so we have that

$$
\begin{aligned}
\frac{1}{1+p(z)} & =1-p(z)+p(z)^{2}-p(z)^{3}+p(z)^{4}+\cdots \\
& =1+\sum_{j=1}^{\infty} s_{j} z^{-j}
\end{aligned}
$$

where $s_{1}, s_{2}, s_{3}, \ldots$ are some real numbers. Note that $s_{1}=-m_{1}$. Now, we have that as $z \rightarrow \infty$

$$
\begin{equation*}
-\frac{o\left(\frac{1}{z^{n}}\right)}{(1+p(z))\left(1+p(z)+o\left(\frac{1}{z^{n}}\right)\right)}=o\left(\frac{1}{z^{n}}\right) . \tag{2.13}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{1}{1+p(z)+o\left(\frac{1}{z^{n}}\right)}=1+\sum_{j=1}^{n} s_{j} z^{-j}+o\left(\frac{1}{z^{n}}\right) . \tag{2.14}
\end{equation*}
$$

Finally, we conclude that

$$
\begin{aligned}
F_{\mu}(z) & =z\left(1+\sum_{j=1}^{n} s_{j} z^{-j}+o\left(\frac{1}{z^{n}}\right)\right) \\
& =z+s_{1}+\frac{s_{2}}{z}+\frac{s_{3}}{z^{2}}+\cdots+\frac{s_{n}}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right) .
\end{aligned}
$$

Next we present the Nevanlinna representation for $F$-transforms. This is a very useful formula.

Proposition 10. Let $\mu$ be a positive measure. Suppose that $m_{2}(\mu)<\infty$. Then there exists a positive measure $\nu$ such that $\nu(\mathbb{R})=\operatorname{var}(\mu)$ and

$$
\begin{equation*}
F_{\mu}(z)=z-\alpha-G_{\nu}(z) \quad \text { for } z \in \mathbb{C}^{+} \tag{2.15}
\end{equation*}
$$

where $\alpha=m_{1}(\mu)$.
In particular, if $\mu \in \mathcal{M}_{0}^{1}$, then there exists $\nu \in \mathcal{M}$ such that $F_{\mu}(z)=z-G_{\nu}(z)$ for $z \in \mathbb{C}^{+}$.
Proposition 11. Let $\mu$ be a probability measure. Suppose that $\int_{\mathbb{R}} t^{2 n} d \mu<\infty$. According to the previous proposition, there exists a positive measure $\nu$ such that $\nu(\mathbb{R})=\operatorname{var}(\mu)$ and $F_{\mu}(z)=z-\alpha-G_{\nu}(z)$. Then we have that $m_{2 n-2}(\nu)<\infty$.
Proof. The hypothesis $\int_{\mathbb{R}} t^{2 n} d \mu<\infty$ and the Proposition 6 implies that

$$
G_{\mu}(z)=\sum_{i=0}^{2 n} m_{i}(\mu) \frac{1}{z^{i+1}}+o\left(\frac{1}{z^{2 n+1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially } .
$$

By Proposition 9 we have that

$$
F_{\mu}(z)=z+s_{1}+\frac{s_{2}}{z}+\frac{s_{3}}{z^{2}}+\cdots+\frac{s_{2 n}}{z^{2 n-1}}+o\left(\frac{1}{z^{2 n-1}}\right), \quad \text { as } z \rightarrow \infty
$$

where $s_{1}=-m_{1}$. So we conclude that

$$
G_{\nu}(z)=\frac{-s_{2}}{z}+\frac{-s_{3}}{z^{2}}+\cdots+\frac{-s_{2 n}}{z^{2 n-1}}+o\left(\frac{1}{z^{2 n-1}}\right), \quad \text { as } z \rightarrow \infty .
$$

Thus Proposition 6 implies that $m_{2 n-2}(\nu)<\infty$.

The following result is Lemma 2.1 in [18]. It describes the relationship of the supports of the measures of the previous formula.

Proposition 12. Let $\mu$ and $\nu$ be probability measures on $\mathbb{R}$ such that $F_{\mu}(z)=z-G_{\nu}(z)$ for $z \in \mathbb{C}^{+}$. Then:

1) $\mathbb{C} \backslash \operatorname{supp}(\mu)$ is the maximal domain where $G_{\mu}(z)$ is analytic and satisfies the integral representation (2.1).
2) $\mathbb{C} \backslash \operatorname{supp}(\nu)$ is the maximal domain where $F_{\mu}(z)$ is analytic and satisfies the integral representation (2.8).
3) $\left\{x \in \mathbb{R} \backslash \operatorname{supp}(\mu) \mid G_{\mu}(x) \neq 0\right\} \subset \mathbb{R} \backslash \operatorname{supp}(\nu)$, and $\left\{x \in \mathbb{R} \backslash \operatorname{supp}(\nu) \mid F_{\mu}(x) \neq 0\right\} \subset$ $\mathbb{R} \backslash \operatorname{supp}(\mu)$.

### 2.1.4 The Kolomogorov and Lévy distances for probability measures

In this section we define the metrics that we use in our main theorems to quantify the rate of convergence on the Boolean and monotone central limit theorems.

Definition 3. Let $\mu$ and $\nu$ probability measures over $\mathbb{R}$. Let $\mathcal{F} \mu$ and $\mathcal{F} \nu$ its respective cumulative distribution functions. Then

- the Kolomogorov distance between $\mu$ and $\nu$ is defined as

$$
d_{\text {kol }}(\mu, \nu):=\sup _{x \in \mathbb{R}}|\mathcal{F} \mu(x)-\mathcal{F} \nu(x)| .
$$

- the Lévy distance between $\mu$ and $\nu$ is defined as

$$
d_{l e v}(\mu, \nu):=\inf \{\epsilon>0 \mid \mathcal{F} \mu(x-\epsilon)-\epsilon \leq \mathcal{F} \nu(x) \leq \mathcal{F} \mu(x+\epsilon)+\epsilon \text { for all } x \in \mathbb{R}\} .
$$

For two measures $\mu$ and $\nu$ the Kolmogorov distance $d_{k o l}(\mu, \nu)$ is the greatest vertical separation between the graphs of the functions $\mathcal{F} \mu$ and $\mathcal{F} \nu$. Meanwhile, the Lévy distance $d_{\text {lev }}(\mu, \nu)$ is the side-length of the largest square that can be inscribed between the graphs, adding vertical segments where there is a discontinuity, of the functions $\mathcal{F} \mu$ and $\mathcal{F} \nu$. This, in particular, implies that

$$
d_{l e v}(\mu, \nu) \leq d_{k o l}(\mu, \nu) .
$$

The next theorem due to Bai [8] allows us to estimate the Kolmogorov distance of two probability measures using its Cauchy transforms.

Theorem 1 (Bai's inequality). Let $\mu$ and $\nu$ probability measures. Suppose that $\int_{\mathbb{R}} \mid \mathcal{F}_{\mu}(x)-$ $\mathcal{F}_{\nu}(x) \mid d x<\infty$. Then we have that for all $y>0$

$$
\begin{equation*}
d_{k o l}(\mu, \nu) \leq \frac{1}{\pi(2 \gamma-1)}\left[\int_{\mathbb{R}}\left|G_{\mu}(z)-G_{\nu}(z)\right| d x+\frac{1}{y} \sup _{r \in \mathbb{R}} \int_{|t| \leq 2 a y}\left|\mathcal{F}_{\nu}(r+t)-\mathcal{F}_{\nu}(r)\right| d t\right] \tag{2.16}
\end{equation*}
$$

where $z=x+i y$ and $a$ and $\gamma$ are constants such that $\gamma=\frac{1}{\pi} \int_{|t|<a} \frac{1}{t^{2}+1} d t>\frac{1}{2}$.

### 2.2 Non-Commutative Probability

The starting observation of non-commutative probability theory is that certain elements in some algebras endowed with a functional behave like independent random variables. That is, those elements have a natural distribution defined with respect to the functional, and it makes sense to define the notion of independence, with respect to the functional also, for them. In this new context it is realized that the notion of independence is a broader concept and that other types of independence exist. More interestingly, for some of the new types of independence we can develop a parallel theory with classical probability.

## Non-commutative random variables

A non-commutative probability space $(A, \phi)$ consists of a unital $*$-algebra $\mathrm{A}, *$ is an adjoint operation, and a functional $\phi: A \rightarrow \mathbb{C}$ such that sends the unity $1_{A}$ to 1 and is positive: $\phi\left(a^{*} a\right) \geq 0$. A selfadjoint element $a \in A$ is an element such that $a=a^{*}$. The positivity assumption on the functional implies that for selfadjoint elements we have that $\phi\left(a^{n}\right) \in \mathbb{R}$ for a positive integer n . We call $\phi\left(a^{n}\right)$ the n-th moment of $a$. It may happen that for some selfadjoint element $a$ there exist a probability measure $\mu$ such that $\phi\left(a^{n}\right)=\int_{\mathbb{R}} t^{n} d \mu(t)$ for $n=0,1,2,3, \ldots$ (if we do not ask that the functional to send $1_{A}$ to 1 , then such a probability measure can not exist). If such distribution is unique (i.e. it is determined by moments) then we call $\mu$ the distribution of $a$ and call to $a$ a non-commutative random variable. By example, $\left(M_{n}(\mathbb{C}), T r\right)$ any selfadjoint matrix has a unique distribution $\mu$ given by $\mu=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}}$, where $\lambda_{i}$ are the eigenvalues of M and $\operatorname{Tr}\left(M^{n}\right)=\int_{\mathbb{R}} t^{n} d \mu(t)$.

Some important theories that fall within this framework are graph theory, where we consider a graph by its adjacency matrix and the functional may be the normalized trace or the element $1-1$ of the matrix, random matrices, and algebras of operators on Hilbert spaces where the functional is a vacuum state.

## Independence

If X and Y are two classical random variables whose distributions are determined by moments then independence is characterized by the conditions

$$
E\left(X^{n} Y^{n}\right)=E\left(X^{n}\right) E\left(Y^{n}\right)
$$

In a similar way, we can characterize any set of independent random variables $\left\{X_{i}\right\}_{i \in I}$ whose distributions are determined by moments.

In a non-commutative probability space $(A, \phi)$ the functional $\phi$ takes the role of the expectation. We define the notion of classical independence in terms of the functional as follows. We say that the random variables $\left\{a_{i}\right\}_{i \in I}$ in a non-commutative probability space $(A, \phi)$ are classical independent with respect to $\phi$ if they commute and for any product of elements $a_{j_{1}} a_{j_{2}} \cdots a_{j_{m}}$, $j_{m} \in I$, we have that the reduced product $a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}$, where $a_{j_{1}} a_{j_{2}} \cdots a_{j_{m}}=a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}$ and $j_{i_{l}} \neq j_{i_{s}}$ for $s \neq l$, can be factorized by $\phi$ as follows

$$
\phi\left(a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}\right)=\phi\left(a_{j_{i_{1}}}^{r_{1}}\right) \cdots \phi\left(a_{j_{i_{k}}}^{r_{k}}\right) .
$$

Note that independence is just a rule for factorizing the functional evaluated in products of random variables. In non-commutative probability new rules for making such factorizations are defined. These new factorizations are new notions of independence.

We say that the random variables $\left\{a_{i}\right\}_{i \in I}$ are Boolean independent with respect to $\phi$ if for any product of elements $a_{j_{1}} a_{j_{2}} \cdots a_{j_{m}}, j_{m} \in I$, we have that the reduced product $a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}$, where $a_{j_{1}} a_{j_{2}} \cdots a_{j_{m}}=a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}$ and $j_{i_{l}} \neq j_{i_{l+1}}$, can be factorized by $\phi$ as follows

$$
\phi\left(a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}\right)=\phi\left(a_{j_{i_{1}}}^{r_{1}}\right) \cdots \phi\left(a_{j_{i_{k}}}^{r_{k}}\right) .
$$

We say that the random variables $\left\{a_{i}\right\}_{i \in I}$, where I is an ordered set, say $I \subset \mathbb{N}$, are monotone independent with respect to $\phi$ if for any product of elements $a_{j_{1}} a_{j_{2}} \cdots a_{j_{m}}, j_{m} \in I$, we have that the reduced product $a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}$, where $a_{j_{1}} a_{j_{2}} \cdots a_{j_{m}}=a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}$ and $j_{i_{l}} \neq j_{i_{l+1}}$, can be factorized by $\phi$ as follows

$$
\phi\left(a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{k}}}^{r_{k}}\right)=\phi\left(a_{j_{i_{s}}}^{r_{s}}\right) \phi\left(a_{j_{i_{1}}}^{r_{1}} \cdots a_{j_{i_{s-1}}}^{r_{s-1}} a_{j_{i_{s+1}}}^{r_{s+1}} \cdots a_{j_{i_{k}}}^{r_{k}}\right),
$$

where $a_{j_{i_{s}}}^{r_{s}} \geq a_{j_{i_{i}}}^{r_{l}}$ for $l=1, \ldots, k$.
We present some examples of non-commutative probability spaces with independent random variables in the new senses. Consider the system $\left(M_{n \times n}(\mathbb{C}), \psi_{1}\right)$ where $\psi_{1}(M)=M_{11}$ for a matrix M. Let $A \in M_{m \times m}(\mathbb{C})$ and $B \in M_{k \times k}(\mathbb{C})$ such that $n=m k$. Denote by $I_{m}$ the identity matrix of $m \times m$, and by $P_{m}$ the matrix such that $P_{m}(1,1)=1$ and the other entries are zero. Then we have that $\left(A \otimes I_{m}\right)$ and $\left(I_{k} \otimes B\right)$ are tensorial independent; $\left(A \otimes P_{m}\right)$ and $\left(P_{k} \otimes B\right)$ are Boolean independent; and $\left(A \otimes P_{m}\right)$ and $\left(I_{k} \otimes B\right)$ are monotone independent with the order $\left(A \otimes P_{m}\right)<\left(I_{k} \otimes B\right)$.

Broadly speaking, non-commutative probability studies meaningful process

$$
f\left(a_{1}, a_{2}, a_{3}, \ldots\right)
$$

of Boolean (monotone) independent random variables $a_{i}$. Usually, the outcome of the process is some random variable, and we want to compute their moments or distribution. Most of theses processes are motivated by the processes studied in classical probability.

### 2.3 Sum of Random Variables

The simplest process to study in non-commutative probability is the sum of independent random variables. In this section we discuss how to obtain the moments and distribution of the sum of Boolean (monotone) independent random variables. We also present the main theorems, which are limit theorems, concerning the sum of random variables: the law of large numbers and the central limit theorem.

## Moments and Distribution

Following the ideas of classical probability, to deal with the problem of obtaining the moments and distribution of the sum of independent random variables, we restate it in a more convenient way. The Boolean (monotone) independence induces an operation called the Boolean (monotone) convolution $\uplus(\triangleright): \mathcal{M} \times \mathcal{M} \rightarrow \mathcal{M}$, that associates to the couple ( $\mu, \nu$ ) the distribution $\mu \uplus \nu(\mu \triangleright \nu)$ of the sum $\mathrm{x}+\mathrm{y}$ of Boolean (monotone) independent random variables x and y with distribution $\mu$ and $\nu$ respectively. For a detailed definition we refer to [29], [26], and [16]. So, the problem of interest becomes now to find a way of computing the Boolean (monotone) convolution and its moments.

In classical probability, the problem of computing the moments of the convolution of measures (i.e. the moments of the sum of independent random variables) was settled with the discovery of the cumulants. The cumulants of a measure are quantities defined in terms of its
moments with the property that the cumulants of the convolution of measures are the sum of the cumulants of the measures convoluted. The n-th cumulant of a measure is defined by a certain function of the first $n$ moments. This formula has an inverse, so the cumulants solve the problem of computing the moments of the convolution. For the Boolean (monotone) convolution there also exist some quantities that are additive respect the Boolean (monotone) convolution. Naturally, these quantities are called the Boolean (monotone) cumulants.

Let $\mu$ be a probability measure. Suppose that the $n$-th moment of $\mu$ exists. We define the Boolean cumulants $r_{k}(\mu)$ for $k=1,2, \ldots, n$ by the recurrence formula

$$
\begin{equation*}
m_{k}(\mu)=\sum_{i=1}^{k} r_{i}(\mu) m_{k-i}(\mu) . \tag{2.17}
\end{equation*}
$$

Explicitly the formula for the first four cumulants gives

$$
\begin{aligned}
& m_{1}(\mu)=r_{1}(\mu), \\
& m_{2}(\mu)=r_{1}(\mu)^{2}+r_{2}(\mu), \\
& m_{3}(\mu)=r_{1}(\mu)^{3}+2 r_{1}(\mu) r_{2}(\mu)+r_{3}(\mu), \text { and } \\
& m_{4}(\mu)=r_{1}(\mu)^{4}+3 r_{1}(\mu)^{2} r_{2}(\mu)+r_{2}(\mu)^{2}+2 r_{3}(\mu) r_{1}(\mu)+r_{4}(\mu) .
\end{aligned}
$$

Note that $r_{1}(\mu)=m_{1}(\mu)$ and $r_{2}(\mu)=m_{2}(\mu)-m_{1}(\mu)^{2}=\operatorname{Var}(\mu)$. Also note that if $\mu \in \mathcal{M}_{0}^{1}$, then

$$
\begin{equation*}
m_{4}(\mu)=1+r_{4}(\mu) . \tag{2.18}
\end{equation*}
$$

The Boolean cumulants behave like the classical cumulants: they are additive for Boolean independent random variables, and the $n$-th Boolean cumulant is homogeneous of degree $n$ on the random variable. We prove this in Proposition 14 below in a more general context.

On the other hand, the problem of computing the Boolean (monotone) convolution is attacked using a similar idea to the characteristic function in classical probability. A certain transform (the "characteristic function") that sends measures to complex analytic functions is found, mainly using generating functions, such that a simple operation on the transforms of two given measures correspond to their Boolean (monotone) convolution. We next define some transforms that have the mentioned properties.

Theorem 2. The monotone convolution $\mu \triangleright \nu$ is determined by the equation

$$
F_{\mu \triangleright \nu}(z)=F_{\mu}\left(F_{\nu}(z)\right) \quad \text { for } z \in \mathbb{C}^{+} .
$$

Definition 4. The K-transform (or self-energy) of a measure $\mu \in \mathcal{M}$ is defined as

$$
K_{\mu}(z):=z-F_{\mu}(z) \quad \text { for } z \in \mathbb{C}^{+}
$$

Theorem 3. Let $\mu$ and $\nu$ be probability measures. The Boolean convolution $\mu \uplus \nu$ is determined by the equation

$$
K_{\mu \uplus \nu}(z)=K_{\mu}(z)+K_{\nu}(z) \quad \text { for } z \in \mathbb{C}^{+} .
$$

To end with this section, we study some properties of the $K$-transform that are relevant for Chapter 3. Directly from the definitions above we obtain that

$$
\begin{equation*}
F_{\mu^{\uplus n}}(z)=(1-n) z+n F_{\mu}(z), \quad z \in \mathbb{C}^{+} . \tag{2.19}
\end{equation*}
$$

The next proposition gives an asymptotic expansion of the $K$-transform in terms of the Boolean cumulants.

Proposition 13. Let $\mu$ be a probability measure. Suppose that $m_{n}(\mu)<\infty$. Then $K_{\mu}$ admits the expansion

$$
K_{\mu}(z)=r_{1}+\frac{r_{2}}{z}+\cdots+\frac{r_{n}}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially }
$$

where $r_{i}=r_{i}(\mu)$ is the $i$-th Boolean cumulant of $\mu$ for $i=1,2, \ldots, n$. Conversely, if $K_{\mu}$ admits the previous expansion for even $n$, then $m_{n}(\mu)<\infty$.

Proof. Suppose that $m_{n}(\mu)<\infty$. Proposition 6 implies that

$$
G_{\mu}(z)=\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}+o\left(\frac{1}{z^{n+1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially }
$$

By Proposition 9 we obtain that

$$
F_{\mu}(z)=z+s_{1}+\frac{s_{2}}{z}+\frac{s_{3}}{z^{2}}+\cdots+\frac{s_{n}}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially }
$$

for some real numbers $s_{1}, s_{2}, \ldots, s_{n}$. Since $K_{\mu}(z)=z-F_{\mu}(z)$ we obtain that

$$
K_{\mu}(z)=r_{1}+\frac{r_{2}}{z}+\frac{r_{3}}{z^{2}}+\cdots+\frac{r_{2 n}}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially },
$$

where $r_{i}=-s_{i}$ for $i=1, \ldots, n$. Now, we want to prove that the numbers $r_{i}$ are the Boolean cumulants of $\mu$. That is, we want to prove that

$$
m_{k}(\mu)=\sum_{i=1}^{k} r_{i}(\mu) m_{k-i}(\mu),
$$

for $k=1,2, \ldots, n$. Note that

$$
\begin{equation*}
G_{\mu}(z) K_{\mu}(z)=z G_{\mu}(z)-1 \tag{2.20}
\end{equation*}
$$

The second side of this equation can be expressed as

$$
\begin{aligned}
z G_{\mu}(z)-1 & =z\left(\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}+o\left(\frac{1}{z^{n+1}}\right)\right)-1 \\
& =\sum_{i=1}^{n} m_{i}(\mu) \frac{1}{z^{i}}+o\left(\frac{1}{z^{n}}\right) .
\end{aligned}
$$

Expanding the first side of the Equation 2.20, we obtain

$$
\begin{aligned}
G_{\mu}(z) \cdot K_{\mu}(z) & =\left(\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}+o\left(\frac{1}{z^{n+1}}\right)\right)\left(\sum_{k=1}^{n} \frac{r_{k}}{z^{k-1}}+o\left(\frac{1}{z^{n-1}}\right)\right) \\
& =\left(\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}\right)\left(\sum_{k=1}^{n} \frac{r_{k}}{z^{k-1}}\right)+\left(\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}\right)\left(o\left(\frac{1}{z^{n-1}}\right)\right) \\
& +\left(\sum_{k=1}^{n} \frac{r_{k}}{z^{k-1}}\right)\left(o\left(\frac{1}{z^{n+1}}\right)\right)+\left(o\left(\frac{1}{z^{n+1}}\right)\right)\left(o\left(\frac{1}{z^{n-1}}\right)\right) \\
& =\left(\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}\right)\left(\sum_{k=1}^{n} \frac{r_{k}}{z^{k-1}}\right)+o\left(\frac{1}{z^{n}}\right) .
\end{aligned}
$$

Putting $m_{-1}=0, m_{i}=m_{i}(\mu)$ for $i=0,1, \ldots, n, m_{i}=0$ for $i=n+1, \ldots, 2 n$, and $r_{i}=0$ for $i=n+1, \ldots, 2 n$, we obtain that

$$
\begin{aligned}
\left(\sum_{i=0}^{n} m_{i}(\mu) \frac{1}{z^{i+1}}\right)\left(\sum_{k=1}^{n} \frac{r_{k}}{z^{k-1}}\right) & =\left(\sum_{i=0}^{n+1} m_{i-1} \frac{1}{z^{i}}\right)\left(\sum_{k=0}^{n-1} \frac{r_{k+1}}{z^{k}}\right) \\
& =\sum_{k=0}^{2 n}\left(\sum_{i=0}^{k} r_{i+1} m_{k-i-1}\right) \frac{1}{z^{i}}
\end{aligned}
$$

Therefore, we arrive to

$$
\begin{equation*}
G_{\mu}(z) \cdot K_{\mu}(z)=\sum_{k=0}^{n}\left(\sum_{i=0}^{k} r_{i+1} m_{k-i-1}\right) \frac{1}{z^{i}}+o\left(\frac{1}{z^{n}}\right) . \tag{2.21}
\end{equation*}
$$

The Equation 2.20 and the previous calculations imply that

$$
\sum_{k=1}^{n} m_{k} \frac{1}{z^{k}}+o\left(\frac{1}{z^{n}}\right)=\sum_{k=0}^{n}\left(\sum_{i=0}^{k} r_{i+1} m_{k-i-1}\right) \frac{1}{z^{i}}+o\left(\frac{1}{z^{n}}\right)
$$

We conclude that for $k=1, \ldots, n$

$$
\begin{aligned}
m_{k} & =\sum_{i=0}^{k} r_{i+1} m_{k-i-1} \\
& =\sum_{i=0}^{k-1} r_{i+1} m_{k-i-1} \\
& =\sum_{i=1}^{k} r_{i} m_{k}
\end{aligned}
$$

Therefore $r_{1}, \ldots, r_{n}$ are the first $n$ Boolean cumulants of $\mu$.
On the other hand. Suppose that for an even integer $n K_{\mu}$ admits the expansion

$$
K_{\mu}(z)=r_{1}+\frac{r_{2}}{z}+\cdots+\frac{r_{n}}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially }
$$

It follows that

$$
F_{\mu}(z)=z-r_{1}-\frac{r_{2}}{z}+\cdots-\frac{r_{n}}{z^{n-1}}+o\left(\frac{1}{z^{n+1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially. }
$$

Then by Propositions 9 and 6 we conclude that $m_{n}(\mu)<\infty$.
Finally, the next proposition shows that the Boolean cumulants defined previously have the right properties.

Proposition 14. Let $\mu$ and $\nu$ be probability measures. Then we have the following:

- If $m_{n}(\mu)<\infty$ and $m_{n}(\nu)<\infty$ for even $n$, then we have that $m_{n}(\mu \uplus \nu)<\infty$ and

$$
\begin{equation*}
r_{i}(\mu \uplus \nu)=r_{i}(\mu)+r_{i}(\nu), \tag{2.22}
\end{equation*}
$$

for $i=1,2, \ldots, n$.

- If $m_{k}(\mu)<\infty$, then

$$
\begin{equation*}
r_{k}\left(D_{a} \mu\right)=a^{k} r_{k}(\mu) . \tag{2.23}
\end{equation*}
$$

Proof. Suppose that for even $n$ we have $m_{n}(\mu)<\infty$. Then Proposition 13 implies that

$$
K_{\mu}(z)=r_{1}(\mu)+\frac{r_{2}(\mu)}{z}+\cdots+\frac{r_{n}(\mu)}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially, }
$$

and

$$
K_{\nu}(z)=r_{1}(\nu)+\frac{r_{2}(\nu)}{z}+\cdots+\frac{r_{n}(\nu)}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right), \quad \text { as } z \rightarrow \infty \text { non-tangentially. }
$$

Thus we obtain that

$$
K_{\mu \uplus \nu}(z)=K_{\mu}(z)+K_{\nu}(z)=r_{1}(\nu)+r_{1}(\nu)+\frac{r_{2}(\mu)+r_{2}(\nu)}{z}+\cdots+\frac{r_{n}(\mu)+r_{n}(\nu)}{z^{n-1}}+o\left(\frac{1}{z^{n-1}}\right),
$$

as $z \rightarrow \infty$ non-tangentially. Since $n$ is even, Proposition 13 implies that $m_{n}(\mu \uplus \nu)<\infty$ and that the Boolean cumulants of $\mu \uplus \nu$ are given by $r_{i}(\mu \uplus \nu)=r_{i}(\mu)+r_{i}(\nu)$ for $i=1,2, \ldots, n$. Now, we prove Equation 2.23. By definition

$$
m_{k}(\mu)=\sum_{i=1}^{k} r_{i}(\mu) m_{k-i}(\mu)=\sum_{i=1}^{k-1} r_{i}(\mu) m_{k-i}(\mu)+r_{k}
$$

because $m_{0}(\mu)=1$. So, we have that

$$
\begin{equation*}
r_{k}(\mu)=m_{k}(\mu)-\sum_{i=1}^{k} r_{i}(\mu) m_{k-i}(\mu) . \tag{2.24}
\end{equation*}
$$

Recall that the n-th moment of a measure $\mu$ satisfies $m_{n}\left(D_{a} \mu\right)=a^{n} m_{n}(\mu)$. We proceed by induction. For $n=1$ we have that $r_{1}\left(D_{a} \mu\right)=m_{1}\left(D_{a} \mu\right)=a m_{1}(\mu)=a r_{1}(\mu)$. Now, suppose that $r_{n}\left(D_{a} \mu\right)=a^{n} r_{n}(\mu)$ for $n=1,2, \ldots, k-1$. By Equation 2.24 we have that

$$
\begin{aligned}
r_{k}\left(D_{a} \mu\right) & =m_{k}\left(D_{a} \mu\right)-\sum_{i=1}^{k} r_{i}\left(D_{a} \mu\right) m_{k-i}\left(D_{a} \mu\right) \\
& =a^{k} m_{k}(\mu)-\sum_{i=1}^{k} a^{i} r_{i}(\mu) a^{k-i} m_{k-i}(\mu) \\
& =a^{k}\left(m_{k}(\mu)-\sum_{i=1}^{k} r_{i}(\mu) m_{k-i}(\mu)\right) .
\end{aligned}
$$

Therefore $r_{k}\left(D_{a} \mu\right)=a^{k} r_{k}(\mu)$.

## Chapter 3

## A Boolean Berry-Esseen Type Theorem

In this Chapter we study the rate of convergence in the Boolean central limit theorem with respect to the Lévy distance. In the next section we establish our results. In Sections 3.2 and 3.3 we give the proofs of our theorems.

### 3.1 Main Results

Let $\mu$ be a probability measure of zero mean and unit variance. Define $\mu_{n}:=D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n}$ where $\uplus$ denotes the Boolean convolution. Our objective is to obtain a Berry-Essen type estimate for the Boolean central limit theorem. Now, the Berry-Essen theorem and the Berry-Esseen type theorem for the Free independence are in terms of the Kolmogorov distance. But in the Boolean central limit theorem there is not convergence in the Kolmogorov distance, as one can easily see from almost any example (see Example 1 for a particular one). Here we consider the Lévy distance instead, which seems the most appropriate. Thus, in other words, our objective is to estimate the Lévy distance $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)$, where $\mathbf{b}$ is the Bernoulli distribution $\frac{1}{2} \delta_{-1}+\frac{1}{2} \delta_{1}$.

The first problem we face is to find a way of estimating the Lévy distance other than the definition. Using just the definition to estimate $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)$ seems a very difficult approach. Our first theorem gives us a way to estimate the more particular situation of $d_{l e v}(\nu, \mathbf{b})$ for some measure $\nu \in \mathcal{M}_{0}^{1}$, and we use it to estimate $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)$. The theorem says that the distance $d_{l e v}(\nu, \mathbf{b})$ depends uniquely on the fourth moment. This theorem is a version of a fourth moment theorem with respect to the Lévy distance. In [4] Arizmendi and Gaxiola prove a similar result, but with respect to a different distance given in terms of the Cauchy transform.

Theorem 4. Let $\mu$ be a probability measure such that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{4}(\mu)<\infty$. Then

$$
\begin{equation*}
d_{l e v}(\mu, \mathbf{b}) \leq \frac{7}{2} \sqrt[3]{m_{4}(\mu)-1} \tag{3.1}
\end{equation*}
$$

Note that the radical $m_{4}(\mu)-1$ is positive for a measure with $\mu_{2}(\mu)=1$ (since $E\left(X^{4}\right) \geq$ $\left.E\left(X^{2}\right)^{2}\right)$. This theorem says in particular that if $m_{4}(\mu)=1$ for a measure $\mu \in \mathcal{M}_{0}^{1}$, then $\mu$ is the Bernoulli distribution.

Now, this theorem gives an useful way to estimate $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)$. That is because we can easily obtain the fourth moment of $\mu_{n}$ through the Boolean cumulants. We obtain the following theorem that gives a bound of the rate of convergence in the Boolean CLT for measures with finite fourth moment.

Theorem 5. Let $\mu$ be a probability measure such that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{4}(\mu)<\infty$. Then for the measure $\mu_{n}=D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n}$ we have that

$$
d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \leq \frac{7}{2} \sqrt[3]{\frac{m_{4}(\mu)-1}{n}} \text { for } n \geq 1
$$

We think that the estimate in the above theorem is not sharp. Our guess is that the sharp rate must be of order $\frac{1}{\sqrt{n}}$, as it is in the case of our next theorem.

Our next theorem is not the result of finding a way of estimating the Lévy distance $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)$. It is the direct consequence of the surprising fact that the measure $\mu_{n}$ when $\mu$ has bounded support becomes quite simple for big n. It consists of one atom about -1 , one atom about +1 , and a negligible mass around 0 . It is possible to estimate such atoms using the $F$-transform of $\mu_{n}$, and with that estimations directly obtain an estimation of $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)$. The theorem is the following.

Theorem 6. Let $\mu$ be a probability measure such that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $\operatorname{supp}(\mu) \subset$ $[-K, K]$. Then the measure $\mu_{n}:=D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n}$ satisfies for $\sqrt{n}>K$ that:

1) supp $\mu_{n} \subset\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right] \cup\left\{x_{1}, x_{2}\right\}$, where $\left|(-1)-x_{1}\right| \leq \frac{K}{\sqrt{n}}$ and $\left|1-x_{2}\right| \leq \frac{K}{\sqrt{n}}$.
2) For $p=\mu_{n}\left(\left\{x_{1}\right\}\right), q=\mu_{n}\left(\left\{x_{2}\right\}\right)$ and $r=\mu_{n}\left(\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right]\right)$, we have that $p, q \in\left[\frac{1}{2}-\frac{2 K}{\sqrt{n}}, \frac{1}{2}+\frac{K}{2 \sqrt{n}}\right]$ and $r<\frac{4 K}{\sqrt{n}}$.
In particular, the Lévy distance between $\mu_{n}$ and $\mathbf{b}$ is bounded by

$$
d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \leq \frac{2 K}{\sqrt{n}}
$$

Note that the theorem says that as soon as $\sqrt{n}>K$ we can guarantee the limit measure $\mu_{n}$ has two atoms, one close to -1 and the other to 1 , with a mass about $\frac{1}{2}$, and the rest of the measure is concentrated around 0 . This gives us a very explicit description of the convergence in the Boolean central limit theorem.

If the support is not bounded, then we can not assure the appearance of the two atoms. By instance, for the standard Normal distribution $\mathbf{g}$ one can see that, Proposition 7.4 in [19], the distribution $\mathbf{g}^{\uplus n}$ is given by the density

$$
\frac{n}{\left|(1-n) x G_{\mathbf{g}}(x)+n\right|^{2}} \frac{1}{2 \pi} \exp -x^{2} / 2,
$$

so no atoms show up in $D_{\frac{1}{\sqrt{n}}} \mathbf{g}^{\bullet \bullet n}$.
The main results in this chapter have been published in collaboration with Octavio Arizmendi [6].

### 3.2 Unbounded Case

The objective of this section is to prove Theorems 4 and 5 . Theorem 5 essentially establishes a Berry-Esseen type theorem for the Boolean central limit. We first give two technical lemmas. Then we prove Theorem 4. After that, We prove in a proposition that the bound of this theorem is sharp. At last, we prove Theorem 5.

The next lemma says that for a measure $\nu$ of zero mean and unit variance the Lévy distance $d_{\text {lev }}(\nu, \mathbf{n})$ is small if $\nu$ concentrates evenly around the points +1 and -1 .

Lemma 1. If $\mu \in \mathcal{M}_{0}^{1}$ and $\mu((-1-\epsilon,-1+\epsilon) \cup(1-\epsilon, 1+\epsilon)) \geq 1-\epsilon$ for some $\epsilon \in(0,1)$, then

$$
\begin{equation*}
d_{l e v}(\mu, \mathbf{b}) \leq \frac{7}{2} \epsilon \tag{3.2}
\end{equation*}
$$

Proof. Define $R_{1}:=(-\infty,-1-\epsilon], R_{2}:=(-1-\epsilon,-1+\epsilon), R_{3}:=[-1+\epsilon, 1-\epsilon], R_{4}:=(1-\epsilon, 1+\epsilon)$, and $R_{5}:=[1+\epsilon, \infty)$. Let $p_{i}:=\mu\left(R_{i}\right)$ for $i=1,2,3,4,5$. Clearly, there exists $t_{i} \in R_{i}$ such that

$$
\int_{R_{i}} t d \mu(t)=t_{i} p_{i} .
$$

Note that $p_{2}+p_{4} \geq 1-\epsilon$ by hypothesis. So we have

$$
\begin{equation*}
p_{i} \leq \epsilon \quad \text { for } i=1,3,5 . \tag{3.3}
\end{equation*}
$$

Observe that

$$
\begin{aligned}
\left|t_{1} p_{1}\right|+\left|t_{5} p_{5}\right| & \leq \int_{R_{1}} t^{2} d \mu(t)+\int_{R_{5}} t^{2} d \mu(t) \\
& =1-\int_{R_{2}} t^{2} d \mu(t)-\int_{R_{3}} t^{2} d \mu(t)-\int_{R_{4}} t^{2} d \mu(t) \\
& \leq 1-(1-\epsilon)^{2}\left(p_{2}+p_{4}\right) \\
& \leq 1-(1-\epsilon)^{2}(1-\epsilon) \\
& \leq 3 \epsilon
\end{aligned}
$$

where the first equality is because of $m_{2}(\mu)=1$. It is clear that $\left|t_{3} p_{3}\right| \leq \epsilon$. Thus, we obtain from $m_{1}(\mu)=0$ that

$$
\left|t_{2} p_{2}+t_{4} p_{4}\right|=\left|t_{1} p_{1}+t_{3} p_{3}+t_{5} p_{5}\right| \leq 4 \epsilon
$$

Also note that

$$
\begin{aligned}
\left|p_{2}-p_{4}\right|-\left|t_{2} p_{2}+t_{4} p_{4}\right| & \leq\left|t_{2} p_{2}+t_{4} p_{4}+p_{2}-p_{4}\right| \\
& \leq\left|t_{2}+1\right| p_{2}+\left|t_{4}-1\right| p_{4} \\
& \leq \epsilon\left(p_{2}+p_{4}\right) \\
& \leq \epsilon .
\end{aligned}
$$

It follows that $\left|p_{2}-p_{4}\right| \leq 5 \epsilon$, and since $1-\epsilon \leq p_{2}+p_{4} \leq 1$, then

$$
\begin{equation*}
\frac{1}{2}-3 \epsilon \leq p_{2}, p_{4} \leq \frac{1}{2}+\frac{5}{2} \epsilon \tag{3.4}
\end{equation*}
$$

Using the estimates (3.3) and (3.4), it is easy to see that

$$
d_{l e v}(\mu, \mathbf{b}) \leq \frac{7}{2} \epsilon
$$

Let $\mu$ be a probability measure, and let $X$ be a random variable with distribution $\mu$. By $\mu^{2}$ we denote the distribution of $X^{2}$. Note that for $\epsilon>0$ we have

$$
\begin{equation*}
\mu((-1-\epsilon,-1+\epsilon) \cup(1-\epsilon, 1+\epsilon)) \geq \mu^{2}((1-\epsilon, 1+\epsilon)) . \tag{3.5}
\end{equation*}
$$

Lemma 2. If $\mu \in \mathcal{M}_{0}^{1}$ and $m_{4}(\mu)<\infty$, then:
(i) $\operatorname{Var}\left(\mu^{2}\right)=r_{4}(\mu)$.
(ii) $\mu^{2}((1-\epsilon, 1+\epsilon)) \geq 1-\frac{r_{4}(\mu)}{\epsilon^{2}}$.

Proof. For part (i) observe that $\operatorname{Var}\left(\mu^{2}\right)=m_{2}\left(\mu^{2}\right)-m_{1}\left(\mu^{2}\right)^{2}=m_{4}(\mu)-1$. Hence, by (2.18) we obtain that $\operatorname{Var}\left(\mu^{2}\right)=r_{4}(\mu)$.

For part (ii) we see that by the Chebyshev inequality we have

$$
P\left(\left|X^{2}-E\left(X^{2}\right)\right|<\epsilon\right) \geq 1-\frac{\operatorname{Var}\left(X^{2}\right)}{\epsilon^{2}}
$$

and using (i) we conclude that $\mu^{2}((1-\epsilon, 1+\epsilon)) \geq 1-\frac{r_{4}(\mu)}{\epsilon^{2}}$.
We use the previous lemmas to prove Theorem 4
Proof of Theorem 4. By Lemma 2 and inequality (3.5), we see that

$$
\mu((-1-\epsilon,-1+\epsilon) \cup(1-\epsilon, 1+\epsilon)) \geq \mu^{2}((1-\epsilon, 1+\epsilon)) \geq 1-\frac{r_{4}(\mu)}{\epsilon^{2}}
$$

Taking $\epsilon=\sqrt[3]{r_{4}(\mu)}$, we obtain

$$
\mu\left(\left(-1-\sqrt[3]{r_{4}(\mu)},-1+\sqrt[3]{r_{4}(\mu)}\right) \cup\left(1-\sqrt[3]{r_{4}(\mu)}, 1+\sqrt[3]{r_{4}(\mu)}\right)\right) \geq 1-\sqrt[3]{r_{4}(\mu)}
$$

By Lemma 1 we conclude that when $r_{4}(\mu)<1$, then

$$
d_{l e v}(\mu, \mathbf{b}) \leq \frac{7}{2} \sqrt[3]{r_{4}(\mu)}=\frac{7}{2} \sqrt[3]{m_{4}(\mu)-1}
$$

The following proposition shows that the bound in Theorem 4 is sharp.
Proposition 15. For all $\alpha>\frac{1}{3}$ and for all $C>0$ there exists $\mu \in \mathcal{M}_{0}^{1}$ such that

$$
d_{l e v}(\mu, \mathbf{b})>C \cdot r_{4}(\mu)^{\alpha}
$$

Proof. Fix $\alpha>\frac{1}{3}$ and $C>0$. Let $\epsilon \in(0,1 / 2)$. Define

$$
\mu_{\epsilon}=\frac{\epsilon}{2} \delta_{-\sqrt{1+\epsilon}}+\left(\frac{1}{2}-\epsilon\right) \delta_{-1}+\frac{\epsilon}{2} \delta_{-\sqrt{1-\epsilon}}+\frac{\epsilon}{2} \delta_{\sqrt{1-\epsilon}}+\left(\frac{1}{2}-\epsilon\right) \delta_{1}+\frac{\epsilon}{2} \delta_{\sqrt{1+\epsilon}}
$$

Clearly $\mu_{\epsilon} \in \mathcal{M}_{0}^{1}$. We also have that

$$
\begin{aligned}
m_{4}\left(\mu_{\epsilon}\right) & =\epsilon(1+\epsilon)^{2}+\epsilon(1-\epsilon)^{2}+(1-2 \epsilon) \\
& =1+2 \epsilon^{3} .
\end{aligned}
$$

So by (2.18) we obtain that $r_{4}(\mu)=2 \epsilon^{3}$.
On the other hand, since $\mu_{\epsilon}$ is atomic, then, for $\epsilon<1$, one has

$$
d_{l e v}\left(\mu_{\epsilon}, \mathbf{b}\right) \geq \min \left\{\frac{\epsilon}{2}, 1-\sqrt{1-\epsilon}, \sqrt{1+\epsilon}-1\right\} \geq \frac{\epsilon}{4} .
$$

It is not hard to see that for $\epsilon$ small enough we have that $\frac{\epsilon}{4}>C\left(2^{\alpha} \epsilon^{3 \alpha}\right)$. For such $\epsilon$

$$
d_{l e v}\left(\mu_{\epsilon}, \mathbf{b}\right)>C \cdot r_{4}(\mu)^{\alpha} .
$$

Now we are able to prove Theorem 5.
Proof of Theorem 5. It follows from (2.22) and (2.23) that

$$
r_{4}\left(\mu_{n}\right)=r_{4}\left(D_{1 / \sqrt{n}} \mu^{\uplus n}\right)=\frac{1}{n^{2}} n r_{4}(\mu)=\frac{r_{4}(\mu)}{n} .
$$

By Theorem 4 we conclude that

$$
d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \leq \frac{7}{2} \sqrt[3]{\frac{r_{4}(\mu)}{n}}=\frac{7}{2} \sqrt[3]{\frac{m_{4}(\mu)-1}{n}}
$$

### 3.3 Bounded case

In this section we prove Theorem 6. This theorem establishes a Berry-Esseen type theorem for the Boolean central limit theorem for measures of bounded support. We also give an example that shows that the estimate in this theorem is sharp.

Proof of Theorem 2. Using (2.9) and (2.19), we obtain

$$
F_{\mu_{n}}(z)=(1-n) z+\sqrt{n} F_{\mu}(\sqrt{n} z) \quad \text { for } z \in \mathbb{C}^{+} .
$$

By Proposition 10 there exists a measure $\nu \in \mathcal{M}$ such that $F_{\mu}(z)=z-G_{\nu}(z)$ for $z \in \mathbb{C}^{+}$. It follows that

$$
\begin{aligned}
F_{\mu_{n}}(z) & =(1-n) z+\sqrt{n}\left(\sqrt{n} z-G_{\nu}(\sqrt{n} z)\right) \\
& \left.=z-\sqrt{n} G_{\nu}(\sqrt{n} z)\right) \\
& \left.=z-G_{D_{\frac{1}{\sqrt{n}}}} \nu z\right) \quad \text { for } z \in \mathbb{C}^{+},
\end{aligned}
$$

where the third equality is due to (2.3).
Note that $\operatorname{supp}(\nu) \subset[-K, K]$. Indeed, suppose that $x \in \mathbb{R} \backslash[-K, K]$. Since $\operatorname{supp}(\mu) \subset$ $[-K, K]$, then $x \in \mathbb{R} \backslash \operatorname{supp}(\mu)$. Therefore, by (2.5) we obtain that $G_{\mu}(x) \neq 0$. Finally, part (3) of Proposition 12 implies that $x \in \mathbb{R} \backslash \operatorname{supp}(\nu)$.

Let us write $\hat{\nu}=D_{\frac{1}{\sqrt{n}}} \nu$. So we have that $\operatorname{supp}(\hat{\nu}) \subset\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right]$ and

$$
\begin{equation*}
F_{\mu_{n}}(z)=z-G_{\hat{\nu}}(z) \quad \text { for } z \in \mathbb{C}^{+} . \tag{3.6}
\end{equation*}
$$

By the third part of Proposition 12, we conclude that $\operatorname{supp}\left(\mu_{n}\right) \subset\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right] \cup\{x \in \mathbb{R} \backslash$ $\left.\left.\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right] \right\rvert\, F_{\mu_{n}}(x)=0\right\}$. To conclude the proof of part 1), it is left to prove that there are only two zeros $x_{1}$ and $x_{2}$ which satisfy the conditions $\left|(-1)-x_{1}\right| \leq \frac{K}{\sqrt{n}}$ and $\left|1-x_{2}\right| \leq \frac{K}{\sqrt{n}}$. The second part of Proposition 12 implies for $z \in \mathbb{C} \backslash\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right]$ that $F_{\mu_{n}}(z)=z-G_{\hat{\nu}}(z)$ and that $F_{\mu_{n}}(z)$ is analytic. Therefore, we obtain from the definition of Cauchy transform that

$$
F_{\mu_{n}}^{\prime}(x)=1+\int_{-\infty}^{\infty} \frac{1}{(t-x)^{2}} d \hat{\nu}(t) \quad \text { for } x \in \mathbb{R} \backslash\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right] .
$$

In particular, $F_{\mu_{n}}(x)$ is increasing in $\left(\frac{K}{\sqrt{n}}, \infty\right)$ and can have at most one zero there. It is clear that

$$
F_{\mu_{n}}(x)>x-\frac{1}{x-K / \sqrt{n}}>K / \sqrt{n} \text { for } x>1+K / \sqrt{n}
$$

and

$$
F_{\mu_{n}}(x)<x-\frac{1}{x+K / \sqrt{n}}<-K / \sqrt{n} \text { for } K / \sqrt{n}<x<1-K / \sqrt{n} .
$$

Since $F_{\mu_{n}}(x)$ is continuous in $\left(\frac{K}{\sqrt{n}}, \infty\right)$, it must have a zero $x_{2}$ in $\left[1-\frac{K}{\sqrt{n}}, 1+\frac{K}{\sqrt{n}}\right]$.
A similar argument shows that $F_{\mu_{n}}(x)$ has only a zero $x_{1}$ in $\left(-\infty, \frac{-K}{\sqrt{n}}\right)$ bounded in $[-1-$ $\left.\frac{K}{\sqrt{n}},-1+\frac{K}{\sqrt{n}}\right]$. We conclude the proof of part 1 ).

Using (3.6) and Proposition 10, we obtain that $m_{1}\left(\mu_{n}\right)=0$ and $m_{2}\left(\mu_{n}\right)=1$. The idea of the rest of the proof is that these two moments force the mass of $\mu_{n}$ to concentrate evenly in $x_{1}$ and $x_{2}$.

We put $p=\mu_{n}\left(\left\{x_{1}\right\}\right), q=\mu_{n}\left(\left\{x_{2}\right\}\right)$, and $r=\mu_{n}\left(\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right]\right)$. Note that $p+q+r=1$ by part 1). It is clear that there exist $y_{1} \in\left[\frac{-K}{\sqrt{n}}, \frac{K}{\sqrt{n}}\right]$ and $y_{2} \in\left[0, \frac{K}{\sqrt{n}}\right]$ such that $\int_{-K / \sqrt{n}}^{K / \sqrt{n}} x d \mu_{n}(x)=y_{1} r$ and $\int_{-K / \sqrt{n}}^{K / \sqrt{n}} x^{2} d \mu_{n}(x)=y_{2}^{2} r$. Define $\epsilon:=1+x_{1}$ and $\delta:=x_{2}-1$. Since $m_{1}\left(\mu_{n}\right)=0$, then we have that $x_{1} p+y_{1} r+x_{2} q=0$; it follows that $p(-1+\epsilon)+r y_{1}+q(1+\delta)=0$. Therefore, we deduce the inequalities

$$
\begin{equation*}
|q-p| \leq p|\epsilon|+r\left|y_{1}\right|+q|\delta| \leq(p+q+r) \frac{K}{\sqrt{n}}=\frac{K}{\sqrt{n}} . \tag{3.7}
\end{equation*}
$$

Since $p+q \leq 1$, then $p+p-\frac{K}{\sqrt{n}} \leq 1$. Therefore we obtain that $p \leq \frac{1}{2}+\frac{K}{2 \sqrt{n}}$. Similarly, we can conclude that $q \leq \frac{1}{2}+\frac{K}{2 \sqrt{n}}$. Now, we have from $m_{2}\left(\mu_{n}\right)=1$ that $x_{1}^{2} p+y_{2}^{2} r+x_{2}^{2} q=1$. It follows that $\left(1+2 \epsilon+\epsilon^{2}\right) p+y_{2}^{2} r+\left(1+2 \delta+\delta^{2}\right) q=1$, and we get the estimate

$$
p+q=1-\left(\epsilon^{2} p+y_{2}^{2} r+\delta^{2} q\right)-2(\epsilon p+\delta q) \geq 1-\frac{K^{2}}{n}-2 \frac{K}{\sqrt{n}} \geq 1-3 \frac{K}{\sqrt{n}} .
$$

Since $q \leq p+\frac{K}{\sqrt{n}}$, then $2 p+\frac{K}{\sqrt{n}} \geq 1-3 \frac{K}{\sqrt{n}}$. It follows that $p \geq \frac{1}{2}-\frac{2 K}{\sqrt{n}}$ and $q \geq \frac{1}{2}-\frac{2 K}{\sqrt{n}}$. Finally, we conclude that $r \leq 4 \frac{K}{\sqrt{n}}$ because of $p+q+r=1$.

It follows from the estimates obtained for $p, q$, and $r$ that

$$
d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \leq \frac{2 K}{\sqrt{n}}
$$

In the next example we compute the
Example 1. Let $n$ be a positive integer. Define $p_{n}:=\frac{1}{2} \frac{\sqrt{1+4 n}+1}{\sqrt{1+4 n}}, q_{n}:=\frac{1}{2} \frac{\sqrt{1+4 n}-1}{\sqrt{1+4 n}}, x_{n}:=$ $\frac{1-\sqrt{1+4 n}}{\sqrt{4 n}}$, and $y_{n}:=\frac{1+\sqrt{1+4 n}}{\sqrt{4 n}}$. Let $\mu_{n}$ be the probability measure given by $\mu_{n}:=p_{n} \delta_{x_{n}}+q_{n} \delta_{y_{n}}$. Then $\mu_{n}=D_{\frac{1}{\sqrt{n}}} \mu_{1}^{\uplus n}$, where $\mu:=\mu_{1}$, and $d_{\text {lev }}\left(\mu_{n}, \mathbf{b}\right) \geq \frac{1}{6 \sqrt{n}}$.

To prove $\mu_{n}=D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n n}$, it is sufficient to show that $F_{\mu_{n}}(z)=F_{D_{\frac{1}{\sqrt{n}}}} u^{\uplus n}(z)$ for $z \in \mathbb{C}^{+}$. First we compute the Cauchy transform of $\mu_{n}$ :

$$
\begin{aligned}
G_{\mu_{n}}(z) & =\frac{p_{n}}{z-x_{n}}+\frac{q_{n}}{z-y_{n}}=\frac{p_{n}\left(z-y_{n}\right)+q_{n}\left(z-x_{n}\right)}{\left(z-x_{n}\right)\left(z-y_{n}\right)} \\
& =\frac{p_{n}\left(z-y_{n}\right)+q_{n}\left(z-x_{n}\right)}{\left(z-x_{n}\right)\left(z-y_{n}\right)}=\frac{z-y_{n} p_{n}-x_{n} q_{n}}{\left(z-x_{n}\right)\left(z-y_{n}\right)} \\
& =\frac{z-x_{n}-y_{n}}{z^{2}-\left(x_{n}+y_{n}\right) z+x_{n} y_{n}}=\frac{z-1 / \sqrt{n}}{z^{2}-z / \sqrt{n}-1} .
\end{aligned}
$$

Hence, we have that $F_{\mu_{n}}(z)=\frac{\sqrt{n} z^{2}-z-\sqrt{n}}{\sqrt{n} z-1}$. In particular $F_{\mu}(z)=\frac{z^{2}-z-1}{z-1}$.
On the other hand, we compute

$$
\begin{aligned}
F_{D_{\frac{1}{\sqrt{n}}} \mu^{\uplus n}}(z) & =\frac{1}{\sqrt{n}}\left((1-n) \sqrt{n} z+n F_{\mu}(\sqrt{n} z)=(1-n) z+\sqrt{n} F_{\mu}(\sqrt{n} z)\right. \\
& =(1-n) z+\sqrt{n}\left(\frac{n z^{2}-\sqrt{n} z-1}{\sqrt{n} z-1}\right)=\frac{(z-n z)(\sqrt{n} z-1)+\sqrt{n} n z^{2}-n z-\sqrt{n}}{\sqrt{n} z-1} \\
& =\frac{\sqrt{n} z^{2}-z-\sqrt{n}}{\sqrt{n} z-1}=F_{\mu_{n}}(z) .
\end{aligned}
$$

Now it is easy to see, that $d_{l e v}\left(\mu_{n}, \mathbf{b}\right)=\max \left\{\left|-1-x_{n}\right|,|1-y|,\left|1 / 2-p_{n}\right|\right\}$, and since $\left|1 / 2-p_{n}\right| \geq$ $\frac{1}{6 \sqrt{n}}$, then $d_{l e v}\left(\mu_{n}, \mathbf{b}\right) \geq \frac{1}{6 \sqrt{n}}$.

## Chapter 4

## A Monotone Berry-Essen Type Theorem

In this section we study the speed of convergence in the monotone central limit theorem with respect to the Kolmogorov distance. We obtain two theorems. In the next section we describe them. In Section 4.2 we prove the theorems. Since the proof requires many estimations, we opt for proving the estimations in the next two sections. In Section 4.3 we obtain the estimations concerning the monotone convolution, and in Section 4.4 we give the calculations of the integrals.

### 4.1 Main Results

Let $\mu$ be a probability measure of zero mean and unit variance. Let n be a positive integer, and define $\mu_{n}:=D_{\frac{1}{\sqrt{n}}} \mu^{\triangleright n}$. We denote by a to the arcsine distribution:

$$
d \mathbf{a}(t):= \begin{cases}\frac{1}{\pi \sqrt{2-t^{2}}} & t \in(-\sqrt{2}, \sqrt{2})  \tag{4.1}\\ 0 & \text { elsewhere }\end{cases}
$$

Our goal is to study the convergence on the monotone central limit theorem with respect to the Kolmogorov distance. In other words, we want to estimate the Kolmogorov distance $d_{k o l}\left(\mu_{n}, \mathbf{a}\right)=\sup _{x \in \mathbb{R}}\left|\mathcal{F}_{\mu_{n}}(x)-\mathcal{F}_{\mathbf{a}}(x)\right|$ as n goes to infinity.

Our first result gives an estimation of the rate of convergence in the monotone central limit theorem for measures of finite fourth moment.

Theorem 7. Let $\mu$ be a probability measure with $m_{1}(\mu)=0$ and $m_{2}(\mu)=1$. Let $\mu_{n}=D_{1 / \sqrt{n}} \mu^{\triangleright n}$, $n \geq 1$. Suppose that $m_{4}(\mu)<\infty$. Then there exists a constant $k$ depending only on $\mu$ such that we have the Kolmogorov distance

$$
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq k n^{-1 / 8}
$$

The following theorem improves the bound of the previous one, but it slightly less general being only for measures of finite sixth moment.

Theorem 8. Let $\mu$ be a probability measure. Suppose that $m_{1}(\mu)=0, m_{2}(\mu)=1$, and $m_{6}(\mu)<$ $\infty$. Let $\mu_{n}=D_{1 / \sqrt{n}} \mu^{\triangleright n}, n \geq 1$. Then there exists a constant $k$ depending only on $\mu$ such that we have the Kolmogorov distance

$$
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq k n^{-1 / 4}
$$

In fact, the rate in Theorem 8 is sharp as we see in the example of the next section.
Before passing to the proofs, we make some comments about the difficult parts of this problem. The first problem we face is that the Kolmogorov distance is defined at the level of cumulative distribution functions and the definition of monotone convolution is at the level of $F$-transforms. So, a very natural strategy is to estimate the Kolmogorov distance in terms of the $F$-transforms (equivalently of Cauchy transforms) of the involved measures. This task is done by Bai's inequality. This inequality was also the approach used in the proofs of the free Berry-Esseen theorem given by Chistyakov and Götze [13] and Kargin [21].

Bai's inequality reduces the problem to the level of $F$-transforms. The task now is essentially to estimate $F_{\mu^{\triangleright n}}(z)$ with precision for z near the real axis. This is the most difficult part because it is not trivial to obtain even a basic expansion of $F_{\mu \triangleright n}(z)$, and any such expansion is quite messy.

The results of this chapter were published in [7] with the collaboration of Arizmendi and Wang.

### 4.2 Proofs of Main Results

In this section we prove our two theorems from a general argument. The idea is to use Bai's inequality. It implies to obtain nontrivial estimates of some integrals and some other expressions involving $F$-transforms. For the sake of clarity, we put the main estimations into lemmas, and we prove them in the following sections.

Proof of Theorems 7 and 8. Let $\mu$ be a probability measure of zero mean and unit variance. Let n be a positive integer, and define $\mu_{n}:=D_{\frac{1}{\sqrt{n}}} \mu^{\triangleright n}$. Our objective is to estimate the Kolmogorov distance $d_{\text {kol }}\left(\mu_{n}, \mathbf{a}\right)$ as n goes to infinity. As we mention in the previous section, the strategy is to use Bai's inequality.

The following lemma allows us to use Bai's inequality.

## Lemma 3.

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\mathcal{F}_{\mu_{n}}(x)-\mathcal{F}_{\mathbf{a}}(x)\right| d x<\infty . \tag{4.2}
\end{equation*}
$$

We may now conclude by Bai's inequality that

$$
\begin{equation*}
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq \frac{1}{\pi(2 \gamma-1)}\left(\int_{\mathbb{R}}\left|G_{\mu_{n}}(z)-G_{\mathbf{a}}(z)\right| d x+\frac{1}{y} \sup _{r \in \mathbb{R}} \int_{|t| \leq 2 a y}\left|\mathcal{F}_{\mathbf{a}}(r+t)-\mathcal{F}_{\mathbf{a}}(r)\right| d t\right), \tag{4.3}
\end{equation*}
$$

where $z=x+i y, y>0$, and $a$ and $\gamma$ are constants such that

$$
\begin{equation*}
\gamma=\frac{1}{\pi} \int_{|t|<a} \frac{1}{t^{2}+1} d t>\frac{1}{2} . \tag{4.4}
\end{equation*}
$$

The second integral is not difficult to handle. We get that

## Lemma 4.

$$
\frac{1}{y} \sup _{r \in \mathbb{R}} \int_{|t| \leq 2 a y}\left|\mathcal{F}_{\mathbf{a}}(r+t)-\mathcal{F}_{\mathbf{a}}(r)\right| d t \leq \frac{16 a^{3}}{3 \sqrt[4]{2} \pi} \sqrt{y}
$$

As a consequence we obtain for $\gamma=\frac{2}{3}$ and $a=\sqrt{3}$ that (4.3) becomes

$$
\begin{equation*}
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq \frac{3}{\pi}\left(\int_{\mathbb{R}}\left|G_{\mu_{n}}(z)-G_{\mathbf{a}}(z)\right| d x+8 \sqrt{y}\right) . \tag{4.5}
\end{equation*}
$$

The problem is reduced now to bound the difference of the Cauchy transforms $\mid G_{\mu_{n}}(z)-$ $G_{\mathbf{a}}(z) \mid$. Note that the right side of the inequality only depends on $y$ : For any $y>0$ the right side of the inequality takes a value, and that value is greater or equal than $d_{k o l}\left(\mu_{n}, \mathbf{a}\right)$. The problem here is that as $y$ goes to zero we lose control of the integral $\int_{\mathbb{R}}\left|G_{\mu_{n}}(z)-G_{\mathbf{a}}(z)\right| d x$. Since the monotone convolution is defined in terms of the $F$-transform, it is more convenient to work with them instead of the Cauchy transforms. Consider the $F$-transforms $F_{\mu_{n}}(z)$ and $F_{\mathrm{a}}$ of the measures $\mu_{n}$ and a respectively. Let $\sqrt{ }: \mathbb{C} \backslash[0, \infty) \rightarrow \mathbb{C}^{+}$denote the principal root square. Define the complex function $\epsilon_{n}(z): \mathbb{C}^{+} \rightarrow \mathbb{C}$ as $\epsilon_{n}(z):=z^{2}-2-F_{\mu_{n}}^{2}$, that is $F_{\mu_{n}}(z)=\sqrt{z^{2}-2+\epsilon_{n}(z)}$. So we have that

$$
\begin{equation*}
\int_{\mathbb{R}}\left|G_{\mu_{n}}(z)-G_{\mathbf{a}}(z)\right| d x=\int_{\mathbb{R}}\left|\frac{1}{\sqrt{z^{2}-2+\epsilon_{n}(z)}}-\frac{1}{\sqrt{z^{2}-2}}\right| d x \tag{4.6}
\end{equation*}
$$

We may think of $\left|\epsilon_{n}(z)\right|$ as an error between $F_{\mu_{n}}(z)$ and $F_{\mathbf{a}}(z)$. The next lemma gives an estimation of the last integral.

Lemma 5. Let $\epsilon: \mathbb{C}^{+} \rightarrow \mathbb{C}$ such that $|\epsilon(z)|<\frac{3 y}{2}$. Then

$$
\int_{\mathbb{R}}\left|\frac{1}{\sqrt{z^{2}-2+\epsilon(z)}}-\frac{1}{\sqrt{z^{2}-2}}\right| d x \leq C \sqrt{y}
$$

We make some comments about this lemma. For fixed $y>0$ the point $z^{2}-2$ draws a parabola being the x -axis its axis of symmetry. The vertex is at the point $\left(-2,-y^{2}\right)$. It is easy to see that the parabola is always at a distance greater than 2 y of the semi-axis $[0, \infty)$. From this fact we conclude first that the hypothesis of the lemma must ask at least that $|\epsilon(z)|<2 y$, so we guaranteed that the term $z^{2}-2+\epsilon(z)$ is in the domain of the principal root square. Second, by asking the error to be smaller, say $|\epsilon(z)|<\frac{3 y}{2}$, we assure that $\left|z^{2}-2+\epsilon(z)\right|>y / 2$, and thus the term $\frac{1}{\sqrt{z^{2}-2+\epsilon(z)}}$ can not be too big and its size is depending essentially on how small is $y$. Thus, one may expect an estimation of the integral (4.6) in terms only of $y$. We could get a better estimation than the one given in the lemma by taking the error term much smaller (compared to $y$ ), but for our purposes with this estimation is enough.

Let us go back to the estimation of $d_{\text {kol }}\left(\mu_{n}, \mathbf{a}\right)$. By lemma 5 , (4.6), and (4.5) we have that if $\left|\epsilon_{n}(z)\right|<\frac{3 y}{2}$, then we have the Kolmogorov distance

$$
\begin{equation*}
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq \frac{3}{\pi}(C \sqrt{y}+8 \sqrt{y}) \tag{4.7}
\end{equation*}
$$

We next conclude Theorem 7. First, we give an expression for the error $\epsilon_{n}(z)$ from which we derive a bound of $\left|\epsilon_{n}(z)\right|$ in terms only of $y$ and $n$. Then by choosing $y=\frac{1}{n^{\alpha}}$ for some adequate $\alpha$, we may conclude that $\left|\epsilon_{n}(z)\right|<\frac{3 y}{2}$ and apply the last inequality.
goes to zero we lose control in the precision of the estimate of $F_{\mu_{n}}(z)$, because in general we do not have good estimates of Cauchy transform $G(z)$ as y goes to zero, and we would not have a good estimate of $\left|\epsilon_{n}(z)\right|$. So, we need to find an optimal choice of $y=\frac{1}{n^{\alpha}}$ that minimize $\left|\epsilon_{n}(z)\right|$.

We left the necessary expansions and estimations for the next section. Suppose that $m_{4}(\mu)<$ $\infty$. By equation (4.24) we have that

$$
\begin{equation*}
\epsilon_{n}(z)=-\frac{2}{n} \sum_{j=1}^{j=n} \int_{\mathbb{R}} \frac{t}{\sqrt{n} F_{n}^{\circ n-1}(z)-t} d_{\nu}(t)+\frac{1}{n} \sum_{j=1}^{j=n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2}, \tag{4.8}
\end{equation*}
$$

where $F_{n}(z)=F_{D_{\frac{1}{\sqrt{n}}}} \mu(z)$ and $\nu$ is the probability measure such that $F_{\mu}(z)=z-G_{\nu}(z)$. Note that by Proposition 10 we have that $m_{2}(\nu)<\infty$.

Note that by definition of $B_{n}(z)$, see next section, we have $B_{n}(z)=\frac{1}{n} \sum_{j=1}^{j=n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2}$. If $n \geq \max \left\{4 \alpha^{2}, 4 w(\mathbb{R})^{2}\right\}$, then by the proof of lemma 7 we have

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{j=1}^{j=n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2}\right| \leq \frac{8}{\sqrt{n}} \tag{4.9}
\end{equation*}
$$

Observe that the stronger hypothesis $m_{6}(\mu)<\infty$ of the lemma is not used to conclude this. Now, we have the following estimation

$$
\begin{aligned}
\left|-\frac{2}{n} \sum_{j=1}^{j=n} \int_{\mathbb{R}} \frac{t}{\sqrt{n} F_{n}^{\circ j-1}(z)-t} d_{\nu}(t)\right| & \leq \frac{2}{n} \sum_{j=1}^{j=n} \frac{m}{\operatorname{Im}\left(\sqrt{n} F_{n}^{\circ j-1}(z)\right)} \\
& \leq \frac{2}{n} \sum_{j=1}^{j=n} \frac{m}{\sqrt{n} \operatorname{Im}((z))} \\
& =\frac{2 m}{\sqrt{n} y},
\end{aligned}
$$

where $m=\int_{\mathbb{R}}|t| d \nu(t)$. Observe that m is finite because of $m_{2}(\nu)<\infty$.
By the above estimations we have that

$$
\begin{equation*}
\left|\epsilon_{n}(z)\right| \leq \frac{2 m}{\sqrt{n} y}+\frac{8}{n^{1 / 2}} \tag{4.10}
\end{equation*}
$$

Take $y=\frac{2 m}{n^{1 / 4}}$. Then we have that

$$
\begin{equation*}
\left|\epsilon_{n}(z)\right| \leq \frac{1}{n^{1 / 4}}+\frac{8}{n^{1 / 2}} \tag{4.11}
\end{equation*}
$$

Clearly for n big enough we have that $\left|\epsilon_{n}(z)\right| \leq \frac{3 y}{2}$, and then equation (4.7) implies

$$
\begin{equation*}
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq \frac{3}{\pi}\left(\frac{\sqrt{2 m} C}{n^{1 / 8}}+\frac{8 \sqrt{2 m}}{n^{1 / 8}}\right) . \tag{4.12}
\end{equation*}
$$

We conclude Theorem 7.
Now assume that $m_{6}(\mu)<\infty$. Take $y=\frac{h}{n^{1 / 2}}$, where h is as in lemma 7 . Then by the same lemma we obtain that for n big enough

$$
\begin{equation*}
\left|\epsilon_{n}(z)\right| \leq \frac{h}{n^{1 / 2}}<\frac{3 y}{2} \tag{4.13}
\end{equation*}
$$

Hence, the equation (4.7) implies

$$
\begin{equation*}
d_{k o l}\left(\mu_{n}, \mathbf{a}\right) \leq \frac{3}{\pi}\left(\frac{\sqrt{h} C}{n^{1 / 4}}+\frac{8 \sqrt{h}}{n^{1 / 4}}\right) . \tag{4.14}
\end{equation*}
$$

We conclude Theorem 8.

## Example of sharpness for Theorem 8.

We prove that for some measure $\mu$ with $m_{6}(\mu)<\infty$ we have that $d_{k o l}\left(\mu_{n}, \gamma\right) \geq \frac{1}{5 n^{1 / 4}}$. We need the next proposition, which is derived from Section 5 of [18].

Proposition 16. Let $c \geq 0$. Let $\mu$ the measure with $F$-transform given by $F_{\mu}(z)=c+$ $\sqrt{(z-c)^{2}-2}$. Then:

1) We have that $\mu=\mu_{a c}+\mu_{\text {sing }}$ with $\operatorname{Supp}\left(\mu_{a c}\right) \subset[c-\sqrt{2}, c+\sqrt{2}]$ and $\mu_{\text {sing }}=\frac{|c|}{c^{2}+2} \delta_{c-\sqrt{c^{2}+2}}$.
2) The F-transform of $\mu^{\triangleright n}$ is $F_{\mu^{\triangleright n}}(z)=c+\sqrt{(z-c)^{2}-2 n}$.

Let $\mu$ the measure given by the $F$-transform $F_{\mu}(z)=1+\sqrt{(z-1)^{2}-2}$. The proposition implies that $F_{\mu^{\triangleright n}}(z)=1+\sqrt{(z-1)^{2}-2 n}$. By equation (2.9) the $F$-transform of $\mu_{n}:=D_{\frac{1}{\sqrt{n}}} \mu^{\triangleright n}$ is $F_{\mu_{n}}(z)=\frac{1}{\sqrt{n}} F_{\mu^{\triangleright n}}(\sqrt{n} z)=\frac{1}{\sqrt{n}}+\sqrt{\left(z-\frac{1}{\sqrt{n}}\right)^{2}-2}$. Take $l$ to be the infimum of the $\operatorname{Supp}\left(\mu_{n}\right)$. Again by the previous proposition we see that $l=\frac{1}{\sqrt{n}}-\sqrt{-2+\frac{1}{n}}>-\sqrt{2}+\frac{0.5}{\sqrt{n}}$. It follows that $d_{k o l}\left(\mu_{n}, \mathbf{a}\right)=\sup _{x \in \mathbb{R}}\left|\mu_{n}(-\infty, x]-\mathbf{a}(-\infty, x]\right| \geq\left|\mu_{n}\left(-\infty,-\sqrt{2}+\frac{0.5}{\sqrt{n}}\right]-\mathbf{a}\left(-\infty,-\sqrt{2}+\frac{0.5}{\sqrt{n}}\right]\right|=$ $\mathbf{a}\left(\left(-\sqrt{-2},-\sqrt{2}+\frac{0.5}{\sqrt{n}}\right]\right)$. Finally, note that

$$
\begin{aligned}
\mathbf{a}\left(\left(-\sqrt{-2},-\sqrt{2}+\frac{0.5}{\sqrt{n}}\right]\right) & =\frac{1}{\pi} \int_{-\sqrt{2}}^{-\sqrt{2}+\frac{0.5}{\sqrt{n}}} \frac{1}{\sqrt{2-x^{2}}} d x \\
& =\frac{1}{\pi} \int_{-\sqrt{2}}^{-\sqrt{2}+\frac{0.5}{\sqrt{n}}} \frac{1}{\sqrt{(\sqrt{2}-x)(\sqrt{2}+x)}} d x \\
& \geq \frac{1}{2 \pi} \int_{-\sqrt{2}}^{-\sqrt{2}+\frac{0.5}{\sqrt{n}}} \frac{1}{\sqrt{(\sqrt{2}+x)}} d x \\
& =\frac{1}{2 \pi} \int_{0}^{\frac{0.5}{\sqrt{n}}} \frac{1}{\sqrt{x}} d x \\
& =\frac{1}{2 \pi} 2\left(\frac{0.5}{\sqrt{n}}\right)^{\frac{1}{2}} \geq \frac{1}{5 n^{1 / 4}} .
\end{aligned}
$$

### 4.3 Properties of $F_{\mu_{n}}$

Let $\mu \in \mathcal{M}_{0}^{1}$ such that $m_{4}(\mu)<\infty$. Define $\mu_{n}=D_{\frac{1}{\sqrt{n}}} \mu^{\triangleright n}$. In this section we obtain an estimate of $F_{\mu_{n}}(z)$ of the form $F_{\mu_{n}}=\sqrt{z^{2}-2-\epsilon_{n}(z)}$ where $e_{n}(z)$ is an error term that goes to zero as n goes to infinity (have in mind that the $F$-transform of the limiting distribution is $\left.F_{\mathbf{A}}(z)=\sqrt{z^{2}-2}\right)$. We also estimate $\left|\epsilon_{n}(z)\right|$ for $\operatorname{Im}(z)$ small.

To give a better perspective of the problem of computing $F_{\mu_{n}}(z)$ we first briefly review what is known about it. That problem is equivalent to compute $F_{\mu^{\triangleright n}}(z)$. We find two main contributions in the literature. The first is in the context of monotone infinitely divisibility. In [25] and [9] is established that a measure $\mu$ is monotone infinitely divisibility if and only if there exists a composition semigroup of $F$-transforms $\left\{F_{t}(z)\right\}_{t \geq 0}$ with $F_{0}=I d$ and $F_{1}=\mu$. In particular $F_{n}(z)=F_{\mu^{\triangleright n}}(z)$. In [25] Muraki computes $F_{\mu^{\triangleright n}}(z)$ for the cases where $\mu$ is a point measure $\delta_{a}$, the arcsine distribution, the monotone Poisson distribution, the deformed arcsine distribution (our example of sharpness for Theorem 8), and the Cauchy distribution. Also in the context of obtaining examples of monotone infinitely divisible distributions, in [18] Hasebe
obtains $F_{\mu^{\triangleright n}}(z)$ for the measure given by $F_{\mu}(z)=c+\left[(z-c)^{\alpha}+b\right]^{\frac{1}{\alpha}}$. This is a generalization of the deformed arcsine distribution.

The second contribution is given in [34] by Wang. In example 3.5 it is computed $F_{\mu_{n}}(z)$ for the Bernoulli distribution $\frac{1}{2} \delta_{-1}+\frac{1}{2} \delta_{1}$. He obtains that

$$
F_{\mu_{n}}(z)=\sqrt{z^{2}-2+\frac{1}{n^{2}} \sum_{j=0}^{n-1} \frac{1}{F_{D_{\frac{1}{\sqrt{n}}}^{\circ j}}{ }^{\circ}(z)^{2}}}
$$

His method to obtain this was essentially instead of obtaining directly $F_{\mu_{n}}(z)=F_{D_{\frac{1}{\sqrt{n}}}^{\circ n}} \mu^{\mu}(z)$ he computed $g^{-1} \circ F_{D_{\frac{1}{\sqrt{n}}}{ }^{\circ n}} \circ g(z)$ where $g(z)=\sqrt{z}$. This method can be generalized to obtain the same result that we obtained here, but here we use another approach that we describe next.

By Proposition 10 there exists $\nu \in \mathcal{M}$ such that $m_{2}(\nu)<\infty$ and $F_{\mu}(z)=z-G_{\nu}(z)$ for $z \in \mathbb{C}^{+}$. Let us define $F_{n}(z)$ as (see Proposition 2.9)

$$
\begin{equation*}
F_{n}(z):=F_{\frac{1}{\sqrt{n}}^{\mu}}(z)=z-\frac{1}{\sqrt{n}} G_{\nu}(\sqrt{n} z) \quad \text { for } z \in \mathbb{C}^{+} \tag{4.15}
\end{equation*}
$$

By definition of monotonic convolution, we have that $F_{\mu_{n}}(z)=F_{D_{\frac{1}{\sqrt{n}}} \mu^{\triangleright n}}(z)=F_{n}^{\circ n}(z)$.
Observe that by (2.7) we have that

$$
\begin{equation*}
G_{\nu}(z)=\frac{1}{z}+\frac{1}{z} \int_{\mathbb{R}} \frac{t}{z-t} d \nu(t), \tag{4.16}
\end{equation*}
$$

and so

$$
\begin{equation*}
z G_{\nu}(z)=1+\int_{\mathbb{R}} \frac{1}{z-t} d \nu(t) \tag{4.17}
\end{equation*}
$$

The j-th iteration of $F_{n}(z)$ is given by

$$
\begin{equation*}
F_{n}^{\circ j}(z)=F_{n}^{j-1}(z)-\frac{1}{\sqrt{n}} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right) \tag{4.18}
\end{equation*}
$$

Squaring this equation we obtain that

$$
\begin{equation*}
F_{n}^{\circ j}(z)^{2}=F_{n}^{j-1}(z)^{2}-\frac{1}{n} \sqrt{n} F_{n}^{j-1}(z) G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)+\frac{1}{n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2} . \tag{4.19}
\end{equation*}
$$

By equation (4.17) it follows that

$$
\begin{equation*}
F_{n}^{\circ j}(z)^{2}=F_{n}^{j-1}(z)^{2}-\frac{2}{n}-\frac{2}{n} \int_{\mathbb{R}} \frac{t}{\sqrt{n} F_{n}^{\circ n-1}(z)-t} d_{\nu}(t)+\frac{1}{n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2} . \tag{4.20}
\end{equation*}
$$

We sum the equation from $\mathrm{j}=1$ to $\mathrm{j}=\mathrm{n}$ as follows:

$$
\begin{equation*}
\sum_{j=1}^{j=n} F_{n}^{\circ j}(z)^{2}=\sum_{j=1}^{j=n} F_{n}^{j-1}(z)^{2}-2-\frac{2}{n} \sum_{j=1}^{j=n} \int_{\mathbb{R}} \frac{t}{\sqrt{n} F_{n}^{\circ n-1}(z)-t} d_{\nu}(t)+\frac{1}{n} \sum_{j=1}^{j=n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2} \tag{4.21}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
F_{n}^{\circ n}(z)^{2}=z^{2}-2-\frac{2}{n} \sum_{j=1}^{j=n} \int_{\mathbb{R}} \frac{t}{\sqrt{n} F_{n}^{\circ n-1}(z)-t} d_{\nu}(t)+\frac{1}{n} \sum_{j=1}^{j=n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2} . \tag{4.22}
\end{equation*}
$$

We conclude that

$$
\begin{equation*}
F_{n}^{\circ n}(z)=\sqrt{z^{2}-2+\epsilon(z)}, \tag{4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon(z)=-\frac{2}{n} \sum_{j=1}^{j=n} \int_{\mathbb{R}} \frac{t}{\sqrt{n} F_{n}^{\circ n-1}(z)-t} d_{\nu}(t)+\frac{1}{n} \sum_{j=1}^{j=n} G_{\nu}\left(\sqrt{n} F_{n}^{j-1}(z)\right)^{2} . \tag{4.24}
\end{equation*}
$$

This expression is used for proving Theorem 7. But for obtaining Theorem 8 we need a more sophisticated expansion of $\epsilon(z)$.

Recall that $m_{2}(\nu)<\infty$. By Proposition 10 we can expand $G_{\nu}(z)$ as

$$
\begin{equation*}
G_{\nu}(z)=\frac{1}{z-\hat{G}_{w}(z)} \tag{4.25}
\end{equation*}
$$

where $\hat{G}_{w}(z)=\alpha+G_{w}(z), \alpha \in \mathbb{R}$, and $G_{w}$ is the Cauchy transform of some positive finite measure $w$ with $w(\mathbb{R})=\operatorname{var}(\nu)$.

A straight forward computation gives

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{t}{z-t} d \nu(t)=z G_{\nu}(z)-1=\frac{\hat{G}_{w}(z)}{z-\hat{G}_{w}(z)} \tag{4.26}
\end{equation*}
$$

Using (4.25) and (4.26) we rewrite the error as

$$
\begin{equation*}
\epsilon_{n}(z)=-\frac{2}{n} \sum_{j=0}^{n-1} \frac{\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}+\frac{1}{n} \sum_{j=0}^{n-1} \frac{1}{\left[\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]^{2}} . \tag{4.27}
\end{equation*}
$$

For a brief reference to $\epsilon_{n}(z)$, we write it as $\epsilon_{n}(z)=A_{n}(z)+B_{n}(z)$ where

$$
A_{n}(z):=-\frac{2}{n} \sum_{j=0}^{n-1} \frac{G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)},
$$

and

$$
B_{n}(z):=\frac{1}{n} \sum_{j=0}^{n-1} \frac{1}{\left[\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]^{2}}
$$

In the next lemma we obtain some useful estimates that we use for bounding $\left|\epsilon_{n}(z)\right|$.
Lemma 6. Suppose that $n \geq \max \left\{4 \alpha^{2}, 4 w(\mathbb{R})^{2}\right\}$. Then for all $z$ such that $1 / \sqrt{n} \leq \operatorname{Im}(z) \leq 1$ we have that
i) $\left|F_{n}^{\circ n}(z)-z\right| \leq 8$.
ii) $\mid \sum_{j=0}^{n-1} \operatorname{Im}\left[G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)\right] \mid \leq 8 \sqrt{n}\right.$.

Proof. Since $F_{n}(z)=z-\frac{1}{\sqrt{n}} G_{\nu}(\sqrt{n} z)$, then by (2.4) we have

$$
\begin{equation*}
\left|F_{n}(z)-z\right| \leq \frac{1}{\sqrt{n}} \leq 1 \quad \text { for } \operatorname{Im}(z) \geq \frac{1}{\sqrt{n}} \tag{4.28}
\end{equation*}
$$

Now rewriting $F_{n}(z)$ with (4.25) we get

$$
\begin{aligned}
F_{n}(z) & =z-\frac{1}{\sqrt{n}} \frac{1}{\sqrt{n} z-\alpha-G_{w}(\sqrt{n} z)} \\
& =z-\frac{1}{n} \frac{1}{z-\frac{\alpha}{\sqrt{n}}-\frac{1}{\sqrt{n}} G_{w}(\sqrt{n} z)} .
\end{aligned}
$$

Hence, we have that

$$
\begin{equation*}
\left|F_{n}(z)-z\right| \leq \frac{1}{n} \quad \text { for } \operatorname{Im}(z) \geq \frac{1}{\sqrt{n}},|z| \geq 2, \text { and } n \geq \max \left\{4 \alpha^{2}, 4 w(\mathbb{R})^{2}\right\} \tag{4.29}
\end{equation*}
$$

We can now prove part i). Suppose $\operatorname{Im}(z) \geq \frac{1}{\sqrt{n}}$ and $n \geq \max \left\{4 \alpha^{2}, 4 w(\mathbb{R})^{2}\right\}$. We want to show that $\left|F_{n}^{\circ n}(z)-z\right| \leq 7$. If $|z| \geq 3$ (4.29) implies that $\left|F_{n}^{\circ n}(z)-z\right| \leq 1$. Now assume that $|z|<3$. Define $J=\left\{j \in\{1,2, \ldots, n\}| | F_{n}^{\circ j}(z) \mid \geq 3\right\}$. If $J=\varnothing$ then $\left|F_{n}^{\circ n}(z)-z\right| \leq$ $\left|F_{n}^{\circ n}(z)\right|+|z|<6$. If $J \neq \varnothing$, then take $k=\min J$. By (4.28) and (4.29) we have

$$
\left|F_{n}^{\circ n}(z)-z\right| \leq\left|F_{n}^{\circ n}(z)-F_{n}^{\circ k}(z)\right|+\left|F_{n}^{\circ k}(z)-F_{n}^{\circ k-1}(z)\right|+\left|F_{n}^{\circ k-1}(z)-z\right| \leq 8 .
$$

Now we prove part ii). Since

$$
F_{n}(z)=z-\frac{1}{\sqrt{n}} G_{\nu}(\sqrt{n} z)
$$

then

$$
\sum_{j=1}^{n} F_{n}^{\circ j}(z)=\sum_{j=0}^{n-1} F_{n}^{\circ j}(z)-\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)
$$

It follows that

$$
F_{n}^{\circ n}(z)=z-\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)
$$

and hence

$$
\mid \sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)|=\sqrt{n}| F_{n}^{\circ n}(z)-z \mid .\right.
$$

If we suppose that $\operatorname{Im}(z) \geq \frac{1}{\sqrt{n}}$ and $n \geq \max \left\{4 \alpha^{2}, 4 w(\mathbb{R})^{2}\right\}$, then by part i) we conclude that

$$
\mid \sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z) \mid \leq 8 \sqrt{n}\right.
$$

In the following lemma we obtain a bound for $|\epsilon(z)|$.
Lemma 7. Suppose $m_{6}(\mu)<\infty$. Then there exists a constant $h$ only depending on $\mu$ such that for all $z$ with $\operatorname{Im}(z) \geq 1 / \sqrt{n}$ we have that $|\epsilon(z)| \leq \frac{h}{\sqrt{n}}$.

Proof. Let z a complex number such that $\operatorname{Im}(z) \geq \frac{1}{\sqrt{n}}$. Recall that $\epsilon(z)=A_{n}(z)+B_{n}(z)$. We first bound $B_{n}(z)$ and then $A_{n}(z)$. In the proof of Lemma 6 we see that $F_{n}$ increases the imaginary part. So

$$
\begin{equation*}
\operatorname{Im}\left[F_{n}^{\circ j}(z)\right] \geq \operatorname{Im}(z) \geq \frac{1}{\sqrt{n}} \tag{4.30}
\end{equation*}
$$

Now, by lemma 6 part ii) and (4.25) it follows that

$$
\begin{align*}
3 \sqrt{n} \geq\left|\sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right| & \geq \operatorname{Im}\left[\sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right] \\
& =\sum_{j=0}^{n-1} \frac{\operatorname{Im}\left[\sqrt{n} F_{n}^{\circ j}(z)\right]-\operatorname{Im}\left[\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]}{\left|\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|^{2}} \\
& \geq \sum_{j=0}^{n-1} \frac{1}{\left|\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|^{2}}, \tag{4.31}
\end{align*}
$$

where the last inequality is by (4.30) and that $\operatorname{Im}\left(\hat{G_{w}( }()\right)<0$ over $\mathbb{C}^{+}$. We conclude that $B_{n}(z) \leq \frac{3}{\sqrt{n}}$.

On the other hand, suppose $\int_{\mathbb{R}} t^{6} d \mu(t)<\infty$. Proposition (x) implies that $\int_{\mathbb{R}} t^{4} d v(t)<\infty$, and by the same reason $\int_{\mathbb{R}} t^{2} d w(t)<\infty$. Hence $\int_{\mathbb{R}}|t| d w(t)=: M<\infty$ and $w(\mathbb{R})=\operatorname{var}(\nu)<\infty$. Using the definition of $\hat{G}_{w}$ and (4.30) we have that

$$
\begin{align*}
\left.\mid \hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right) \mid & \leq|\alpha|+\int\left|\frac{1}{\left.\sqrt{n} F_{n}^{\circ j}(z)\right)-t}\right| d w(t) \\
& \leq|\alpha|+\frac{w(\mathbb{R})}{\left.\operatorname{Im}\left[\sqrt{n} F_{n}^{\circ j}(z)\right)\right]} \\
& \leq|\alpha|+w(\mathbb{R})=: K . \tag{4.32}
\end{align*}
$$

From (4.26) we obtain the following estimate

$$
\left.\mid \sqrt{n} F_{n}^{\circ j}(z) G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right)\left|\leq \int\right| \frac{t}{\left.\sqrt{n} F_{n}^{\circ j}(z)\right)-t} \left\lvert\, d w(t) \leq \frac{\int_{\mathbb{R}}|t| d w(t)}{\left.\operatorname{Im}\left[\sqrt{n} F_{n}^{\circ j}(z)\right)\right]} \leq M\right.
$$

We can now bound $A_{n}(z)$ as follows:

$$
\begin{aligned}
& \left|\sum_{j=0}^{n-1} \frac{\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}\right|=\left|\sum_{j=0}^{n-1} \frac{\alpha+G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\left.\sqrt{n} F_{n}^{\circ \circ}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]}\right| \\
& \quad \leq\left|\sum_{j=0}^{n-1} \frac{\alpha}{\left.\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]}\right|+\left|\sum_{j=0}^{n-1} \frac{G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\left.\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]}\right| .
\end{aligned}
$$

The first sum of the last expression is $|\alpha|\left|\sum_{j=0}^{n-1} G_{\nu}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|$, and lemma 6 implies that it is
bounded by $9|\alpha| \sqrt{n}$. Now from the previous estimates note that

$$
\begin{aligned}
\left|\sum_{j=0}^{n-1} \frac{G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}\right| & =\left|\sum_{j=0}^{n-1} \frac{G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\left[\sqrt{n} F_{n}^{\circ j}(z)-\hat{G}_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]}{\left.\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]^{2}}\right| \\
& =\left|\sum_{j=0}^{n-1} \frac{\sqrt{n} F_{n}^{\circ j}(z) G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)-\alpha G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)-G_{w}^{2}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)}{\left.\sqrt{n} F_{n}^{\circ \circ}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right]^{2}}\right| \\
& \leq \sum_{j=0}^{n-1} \frac{\left|\sqrt{n} F_{n}^{\circ j}(z) G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|+\left|\alpha G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|+\left|G_{w}^{2}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|}{\left|\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|^{2}} \\
& \leq \sum_{j=0}^{n-1} \frac{M+|\alpha| K+K^{2}}{\left|\sqrt{n} F_{n}^{\circ j}(z)-G_{w}\left(\sqrt{n} F_{n}^{\circ j}(z)\right)\right|^{2}}
\end{aligned}
$$

By (4.31) we conclude that $\left|A_{n}(z)\right|=O\left(\frac{1}{\sqrt{n}}\right)$.

### 4.4 Integral Estimates

In the proof of the main theorems of Section 4.2, we put all the estimations concerning integrals into lemmas. These are the Lemmas 3,4 and 8 . In this section we prove them.

Proof of Lemma 3. We have that

$$
\begin{aligned}
& \int_{\mathbb{R}}\left|\mathcal{F} \mu_{n}(x)-\mathcal{F}_{\mathbf{a}}(x)\right| d x \\
& =\int_{-\infty}^{-\sqrt{2}} \mathcal{F}_{\mu_{n}}(x) d x+\int_{-\sqrt{2}}^{\sqrt{2}}\left|\mathcal{F}_{\mu_{n}}(x)-\mathcal{F}_{\mathbf{a}}(x)\right| d x+\int_{\sqrt{2}}^{\infty}\left(1-\mathcal{F}_{\mu_{n}}(x)\right) d x \\
& =\int_{-\infty}^{-\sqrt{2}} \mu_{n}((-\infty, x]) d x+\int_{-\sqrt{2}}^{\sqrt{2}}\left|\mathcal{F}_{\mu_{n}}(x)-\mathcal{F}_{\mathbf{a}}(x)\right| d x+\int_{\sqrt{2}}^{\infty} \mu_{n}([x, \infty)) d x \\
& =\int_{x \geq \sqrt{2}} \mu_{n}\{|t| \geq x\} d x+\int_{-\sqrt{2}}^{\sqrt{2}}\left|\mathcal{F}_{\mu_{n}}(x)-\mathcal{F}_{\mathbf{a}}(x)\right| d x
\end{aligned}
$$

We want to bound the last two integrals. The second one is clearly bounded. To see that the first integral is also bounded just note that since $m_{2}\left(\mu_{n}\right)=1$, then $\int_{|t| \geq x} t^{2} d \mu_{n} \leq 1$, which implies that $\mu_{n}\{|t| \geq x\} \leq \frac{1}{x^{2}}$ for $x \geq 1$.

We conclude that

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\mathcal{F} \mu_{n}(x)-\mathcal{F}_{\mathbf{a}}(x)\right| d x<\infty \tag{4.33}
\end{equation*}
$$

Proof of Lemma 4. Without loss of generality let us suppose $|a y|<1 / 4$. We have that $\mid \mathcal{F}_{\mathbf{a}}(r+$ $t)-\mathcal{F}_{\mathbf{a}}(r)\left|=\left|\int_{r}^{r+t} d \mathbf{a}(x)\right|\right.$ and $\mathbf{a}$ is supported in $[-\sqrt{2}, \sqrt{2}]$ with density $d \mathbf{a}(x)=\frac{1}{\pi \sqrt{2-x^{2}}}$. It is not hard to see that $\left|\mathcal{F}_{\mathbf{a}}(r+t)-\mathcal{F}_{\mathbf{a}}(r)\right| \leq \mathcal{F}_{\mathbf{a}}(-\sqrt{2}+|t|)-\mathcal{F}_{\mathbf{a}}(-\sqrt{2})$ for $r \in \mathbb{R}$ and $|t| \leq \frac{1}{2}$. This implies that

$$
\begin{aligned}
\int_{|t| \leq 2 a y}\left|\mathcal{F}_{\mathbf{a}}(r+t)-\mathcal{F}_{\mathbf{a}}(r)\right| d t & \leq 2 \int_{0}^{2 a y}\left(\mathcal{F}_{\mathbf{a}}(-\sqrt{2}+t)-\mathcal{F}_{\mathbf{a}}(-\sqrt{2})\right) d t \\
& =2 \int_{0}^{2 a y} \int_{-\sqrt{2}}^{-\sqrt{2}+t} \frac{1}{\pi \sqrt{2-s^{2}}} d s d t \\
& \leq \frac{2}{\pi \sqrt{2} \sqrt[4]{2}} \int_{0}^{2 a y} \int_{-\sqrt{2}}^{-\sqrt{2}+t} \frac{1}{\sqrt{\sqrt{2}+s}} d s d t \\
& =\frac{\sqrt{2}}{\pi \sqrt[4]{2}} \int_{0}^{2 a y} \int_{0}^{t} \frac{1}{\sqrt{s}} d s d t \\
& =\frac{4 \sqrt{2}(2 a)^{3 / 2}}{3 \sqrt[4]{2} \pi} y^{3 / 2}
\end{aligned}
$$

and the desired result follows.
Lemma 8. Suppose that $|\epsilon(z)|<\frac{3 y}{2}$. Then

$$
\int_{\mathbb{R}}\left|\frac{1}{\sqrt{z^{2}-2+\epsilon(z)}}-\frac{1}{\sqrt{z^{2}-2}}\right| d x \leq C \sqrt{y}
$$

where $C$ is an absolute constant.
Proof. Fix $y>0$. Recall $z=x+i y$. The proof consists in bounding the integrand. Note that

$$
\begin{equation*}
\left|\frac{1}{\sqrt{z^{2}-2+\epsilon(z)}}-\frac{1}{\sqrt{z^{2}-2}}\right|=\left|\frac{\sqrt{z^{2}-2}-\sqrt{z^{2}-2+\epsilon(z)}}{\sqrt{z^{2}-2} \cdot \sqrt{z^{2}-2+\epsilon(z)}}\right| . \tag{4.34}
\end{equation*}
$$

We have that

$$
\begin{equation*}
\sqrt{z^{2}-2}-\sqrt{z^{2}-2+\epsilon(z)}=\int_{L} \frac{1}{\sqrt{w}} d w \tag{4.35}
\end{equation*}
$$

where $L$ is the straight line joining $z^{2}-2$ and $z^{2}-2-\epsilon(z)$. Indeed, we know that $\sqrt{ } \cdot$ is analytical in $\mathbb{C}-[0, \infty)$. Note that

- If $|x| \geq 1$, then $\left|\operatorname{Im}\left(z^{2}-2\right)\right|=|2 x y| \geq 2 y$.
- If $|x|<1$, then $\operatorname{Re}\left(z^{2}-2\right)=x^{2}-y^{2}-2<-1-y^{2}<-2 y$.

This implies that $L \subset[0, \infty)$, since $|\epsilon(z)| \leq \frac{3}{2} y$, so equation (4.35) is right. It also shows that $\left|z^{2}-2\right| \geq 2 y$.

Claim: $\left|z^{2}-2+\delta\right| \geq\left|z^{2}-2\right| / 4$ for all $\delta \in \mathbb{C}$ with $|\delta|<\frac{3 y}{2}$.
Note that $\left|z^{2}-2+\delta\right| \geq\left|z^{2}-2\right|-\frac{3}{2} y$. Since $\left|z^{2}-2\right| \geq 2 y$, then $y \leq\left|z^{2}-2\right| / 2$. We conclude that $\left|z^{2}-2+\delta\right| \geq\left|z^{2}-2\right| / 4$.

Now, we can bound the numerator of (4.34) as follows

$$
\begin{aligned}
\mid \sqrt{z^{2}-2}-\sqrt{z^{2}-2+\epsilon(z) \mid} & \leq|L| \cdot \sup _{w \in L} 1 / \sqrt{|w|} \\
& =|\epsilon(z)| \cdot \sup _{w \in L} 1 / \sqrt{|w|} \\
& \leq \frac{2|\epsilon(z)|}{\left|z^{2}-2\right|^{\frac{1}{2}}}<\frac{3 y}{\left|z^{2}-2\right|^{\frac{1}{2}}},
\end{aligned}
$$

where the second inequality is by the claim. Using this and again the claim, we conclude that

$$
\left|\frac{\sqrt{z^{2}-2}-\sqrt{z^{2}-2+\epsilon(z)}}{\sqrt{z^{2}-2} \cdot \sqrt{z^{2}-2+\epsilon(z)}}\right| \leq \frac{3 y}{\left|z^{2}-2\right|^{1 / 2}} \cdot \frac{1}{\left|z^{2}-2\right|^{1 / 2}} \cdot \frac{1}{\left|\frac{z^{2}-2}{4}\right|^{1 / 2}}
$$

So we arrive to

$$
\int_{\mathbb{R}}\left|\frac{1}{\sqrt{z^{2}-2+\epsilon(z)}}-\frac{1}{\sqrt{z^{2}-2}}\right| d x \leq \int_{\mathbb{R}} \frac{6 y}{\left|z^{2}-2\right|^{3 / 2}} d x
$$

Finally, lemma 9 gives the desired result.
Lemma 9. There exists $C^{\prime}>0$ such that

$$
\int_{\mathbb{R}} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x \leq \frac{C^{\prime}}{\sqrt{y}} .
$$

Proof of Lemma. Since the integrand is symmetric with respect to x , then we have

$$
\int_{\mathbb{R}} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x=2 \int_{0}^{\infty} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x
$$

So, it is enough to show that for some absolute $c>0$

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x \leq \frac{c}{\sqrt{y}} . \tag{4.36}
\end{equation*}
$$

It is convenient to split the integral into two parts:

$$
\int_{0}^{\infty} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x=\int_{0}^{2} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x+\int_{2}^{\infty} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x .
$$

It is easy to see that $\left|z^{2}-2\right|>(x-1)^{2}$ for $x>2$ and $y>0$. Thus

$$
\begin{equation*}
\int_{2}^{\infty} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x \leq \int_{2}^{\infty} \frac{1}{(x-1)^{3}} d x<\infty \tag{4.37}
\end{equation*}
$$

On the other hand, we have that

$$
\begin{aligned}
\int_{0}^{2} \frac{1}{\left|z^{2}-2\right|^{3 / 2}} d x & =\int_{0}^{2} \frac{d x}{|z-\sqrt{2}|^{3 / 2} \cdot|z+\sqrt{2}|^{3 / 2}} \\
& \leq \int_{0}^{2} \frac{d x}{|z-\sqrt{2}|^{3 / 2}}=\int_{0}^{2} \frac{d x}{\left[\sqrt{(x-\sqrt{2})^{2}+y^{2}}\right]^{3 / 2}} \\
& =\int_{-\sqrt{2}}^{2-\sqrt{2}} \frac{d x}{\left(x^{2}+y^{2}\right)^{3 / 4}}=\frac{1}{y^{3 / 2}} \int_{-\sqrt{2}}^{2-\sqrt{2}} \frac{d x}{\left[(x / y)^{2}+1\right]^{3 / 4}} \\
& \leq \frac{1}{\sqrt{y}} \int_{\mathbb{R}} \frac{d \theta}{\left[\theta^{2}+1\right]^{3 / 4}} .
\end{aligned}
$$

Since $\int_{\mathbb{R}} \frac{d \theta}{\left[\theta^{2}+1\right]^{3 / 4}}<\infty$, then this estimation and (4.37) implies (4.36).

## Chapter 5

## Ergodic Properties of F-transforms

The $F$-transforms of certain measures belong to a class of analytic functions on the upper halfplane, called inner functions, that admit a real-valued extension to the real line. Sometimes that extension preserves the Lebesgue measure. Therefore, we are in the scope of infinite ergodic theory, and it is of interest to determine the ergodic properties of such transformations. In this context, we obtain a theorem that extends a previous work of Aaronson.

In Section 2.1 we give some preliminaries on infinite ergodic theory and the theory of inner functions on the upper half-plane. In Section 2.2 we establish our main theorem, and we see an interesting application of the monotone central limit theorem to prove a weak form of this theorem. In Section 2.3 we give a proof of our main theorem.

### 5.1 Preliminaries

In this section we briefly discuss the main ideas of infinite ergodic theory and the theory of inner functions on the upper-half plane. The latter theory studies the (infinite) ergodic properties of certain transforms on $\mathbb{R}$ which are induced by some analytic functions on the upper half-plane.

### 5.1.1 Pointwise Dual Ergodic Transform

One of the central questions in ergodic theory is to understand the frequency at which some orbit passes through some region of the space. When the measure of the underlying space is finite, the answer is well understood. But, when the measure of the underlying space is infinite, the situation becomes very complex and only in certain cases we can say something reasonable about that frequency. The objective of this section is to introduce the notion of pointwise dual ergodic transform that defines one of those situations when we can say something.

Let us start with the basic setting of ergodic theory. Let $(X, \mathcal{A}, m)$ be a measure space and $T: X \rightarrow X$ be a transformation such that T preserves the measure: $m\left(T^{-1}(A)\right)=m(A)$ for all $A \in \mathcal{A}$. Infinite ergodic theory study the case $m(X)=\infty$. Now, consider the following simple and natural situation. Given a set $A \in \mathcal{A}$ and a point $x \in A$, does the orbit of $x$ $O(x):=\left\{T^{k}(x) \mid k=0,1,2,3, \ldots\right\}$ return to the set $A$, and if the orbit return to $A$ at which frequency does it?.

To study those questions is convenient to introduce the occupation times function of a set $A \in \mathcal{A}$ :

$$
\begin{equation*}
S_{A}:=\sum_{k=0}^{n-1} 1_{A} \circ T^{k} \tag{5.1}
\end{equation*}
$$

Note that $S_{n}(A)(x)$ counts how many times before time $n$ the orbit $O(x)$ visited the set $A$.
In general, it may happen that the orbit return infinitely many times or that the orbit wanders in some region of the set $X$. More exactly, the situation is as follows. The space $X$ can be separated into a conservative part $C$ and a dissipative part $D$ such that $X=C \cup D$. In the conservative part, for any $A \in \mathcal{A}$ we have that $\lim _{n \rightarrow \infty} S_{n}(A)(x)=\infty$ a.e. for $x \in A$. This means that the orbit of almost every point in $A$ will return to $A$ infinitely often. In the dissipative part, we have the opposite behavior; the orbits that enter a set will never go back to it. We call a transformation conservative if $X=C$.

The previous argument settles the first question of our situation of study. Now, for the question about the frequency at which the orbit returns, we restrict the discussion only for conservative transformation, where it makes more sense. Note that the frequency at which the orbit returns means the asymptotic growth of the occupation time function $S_{n}(A)$.

Before proceeding, we also consider another natural restriction on our transformation $T$. Note that if exists a set $A$ invariant by $T$, that is $T^{-1}(A)=A$, it implies that $T A \subset A$ and $T A^{c} \subset A^{c}$. So we could study $T$ separately in $A$ and $A^{c}$. We say that $T$ is ergodic if we have a set $A$ such that $T^{-1}(A)=A$, then $m(A)=0$ or $m\left(A^{c}\right)=0$. We restrict the situation of study to ergodic transforms.

We first consider the finite case $m(X)<\infty$. By the Poincaré recurrence theorem we have that every transform is conservative. Now, if besides it is ergodic, the Birkoff theorem tells us that $\frac{1}{n} S_{A}(x) \rightarrow \frac{m(A)}{m(X)}$ a.e. for $x \in X$. So, the asymptotic growth of the occupation times function is asymptotically of order some constant times $n$.

For the infinite case $m(X)=\infty$, Birkoff theorem says that $\frac{1}{n} S_{A}(x) \rightarrow 0$ a.e. for $x \in X$. One may wonder if there is some sequence $\left(a_{n}\right)_{n \geq 1}$ that captures the correct rate of growth of $S_{n}(A)(x)$. The next theorem shows that such a sequence does not exist.
Theorem 9. For any positive sequence ( $a_{n}$ ) and any $A \in \mathcal{A}$ we have that

$$
\overline{\lim }_{n \rightarrow \infty} \frac{1}{a_{n}} S_{n}(A)(x)=\infty \quad \text { a.e. on } X,
$$

or

$$
\underline{\lim }_{n \rightarrow \infty} \frac{1}{a_{n}} S_{n}(A)(x)=0 \quad \text { a.e. on } X .
$$

This means that any sequence $\left(a_{n}\right)_{n \geq 1}$ either overestimate or underestimate the growth of the occupation times function a.e. in $X$.

We conclude that the asymptotic pointwise behavior of the occupation times function is very complex in the infinite case, and that it seems to depend strongly on the point $x$ where we evaluate the function. Thus, in general we can not say something reasonable. However, for some transformations there is still possible to say something about the asymptotic behavior of the occupation time function but only at the distributional level.

For some transforms $T$ happens that we can still capture the asymptotic of $S_{n}(A)$ but only at the dual level. Denote $L_{p}:=L_{p}(X, \mathcal{A}, m)$. Each $T$ induces a linear isometry $L$ in $L_{\infty}$ given by $f \rightarrow f \circ T$. The dual operator (or transfer operator) $\hat{T}: L_{1} \rightarrow L_{1}$, is defined by

$$
\begin{equation*}
\int_{X} \hat{T} f \cdot g d m=\int_{X} f \cdot(g \circ T) d m \quad f \in L_{1}, g \in L_{\infty} \tag{5.2}
\end{equation*}
$$

Some very special transforms T have the property that for any $f \in L_{1}$

$$
\frac{1}{a_{n}} \sum_{k=0}^{n-1} \hat{T}^{k} f(x) \xrightarrow[n \rightarrow \infty]{ } \int_{X} f d m \quad \text { a.e. for } x \in X
$$

They are called pointwise dual ergodic transforms. The following result of Aaronson tells us that we can capture the asymptotic of $S_{n}(A)$ in the distributional sense. Here, we are thinking $S_{n}(A)$ as a random variable.

Theorem 10. Suppose that $T$ is pointwise dual ergodic such that its return sequence $a_{n}$ is regularly varying of index $\alpha$, that is $\frac{a_{(t n)}}{a_{n}} \xrightarrow[n \rightarrow \infty]{ } t^{\alpha}$ for some real $\alpha$, inside the interval $\in[0,1]$. Then

$$
\begin{equation*}
\frac{S_{n}(f)}{a_{n}} \xrightarrow{d} Y_{\alpha}, \tag{5.3}
\end{equation*}
$$

where $Y_{\alpha}$ is the normalized Mittag-Leffer distribution of order $\alpha$.

### 5.1.2 Inner Functions on the Upper Half-Plane

Some transforms $T: \mathbb{R} \rightarrow \mathbb{R}$ that preserve the Lebesgue measure can be seen as the real extension of a certain holomorphic function $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$. By instance, the Boole transform $T(x)=x-\frac{1}{x}$ is the real extension of the holomorphic function $F(z)=z-\frac{1}{z}$. The interesting thing is that the ergodic properties of these transforms T can be studied in terms of the dynamics of the function F. In this section we characterize and determine the ergodic properties of such transforms. We are based on Aaronson [2] Chapter 6.

Let $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$be a holomorphic function. We say that T is an inner function if $\lim _{y \downarrow 0} F(x+i y)$ exist a.e. $x \in \mathbb{R}$ and belongs to $\mathbb{R}$. We denote this limit by $T_{F}(x)$, and we call it the real restriction of $F$. Next we obtain a characterization of the inner functions.

Recall that the Nevanlinna representation says that any holomorphic function $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$ can be written as

$$
\begin{equation*}
F(z)=\alpha_{F} z+\beta_{F}+\int_{\mathbb{R}} \frac{1+t z}{t-z} d \mu_{F} \tag{5.4}
\end{equation*}
$$

where $\alpha_{F}, \beta_{F} \in \mathbb{R}, \alpha \geq 0$, and $\mu_{F}$ is a positive measure on $\mathbb{R}$.
Proposition 17. $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$is an inner function if and only if $\mu_{F}$ is singular with respect the Lebesgue measure.

Now, the next situation of interest is when an inner function preserves the Lebesgue measure.
Proposition 18. Suppose $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$is an inner function, then $m \circ T_{F}^{-1}=\frac{1}{\alpha_{F}} \lambda$.
This implies that $T_{F}$ preserves the Lebesgue measure if and only if $\alpha_{F}=1$.
When we have a measure-preserving transformation on an infinite space, the first ergodic properties to determine are conservativity and ergodicity.

Proposition 19. Suppose that $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$is an inner function with $\alpha_{F}=1$. Then $T_{F}$ is conservative and ergodic if and only if

$$
\begin{equation*}
\sum_{k=1}^{n} \operatorname{Im} \frac{-1}{F^{k}(z)}=\infty \tag{5.5}
\end{equation*}
$$

for some $z \in \mathbb{C}^{+}$.
The next ergodic property of interest is the pointwise dual ergodicity. The following theorem gives a criterion for it.

Theorem 11. Let $F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$be an inner function. Suppose that $\alpha_{F}=1$ and that its real restriction $T_{F}$ is conservative and ergodic. Then $T_{F}$ is pointwise dual ergodic with return sequence

$$
\begin{equation*}
a_{n}\left(T_{F}\right) \sim \frac{1}{\pi} \sum_{k=1}^{n} \operatorname{Im} \frac{-1}{F^{k}(z)} \quad \text { for } \in \mathbb{C}^{+} \tag{5.6}
\end{equation*}
$$

### 5.2 Main Result

The $F$-transform of a measure $\mu$ is an analytic function $F_{\mu}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$. If $\mu$ is singular respect to the Lebesgue measure, then by Proposition $17 F_{\mu}$ is an inner function. Thus, its real restriction $T_{\mu}(x):=\lim _{y \downarrow 0} F_{\mu}(x+i y)$ exists a.e. on $\mathbb{R}$ and preserves the Lebesgue measure. The next theorem establish some ergodic properties of the transform $T_{\mu}$.

Theorem (Aaronson). Suppose that $\mu$ has zero mean, unit variance, and bounded support. Then $T_{\mu}$ is conservative and ergodic. Moreover, it is pointwise dual ergodic with return sequence $a_{n}\left(T_{\mu}\right) \sim \frac{\sqrt{2 n}}{\pi}$.

In [34] this result is generalized.
Theorem (Wang). Suppose that $\mu$ has zero mean and unit variance. Then $T_{\mu}$ is conservative and ergodic.

The following theorem is the main result of this chapter. We complete the generalization started by Wang.

Theorem 12. Suppose that $\mu$ has zero mean and unit variance. Then $T_{\mu}$ is pointwise dual ergodic with return sequence $a_{n}\left(T_{\mu}\right) \sim \frac{\sqrt{2 n}}{\pi}$.

Recall that $S_{n}(A)=\sum_{k=0}^{n-1} 1_{A} \circ T^{k}$ is the occupation times function. Since $\frac{a_{(t n))}\left(T_{\mu}\right)}{a_{n}\left(T_{\mu}\right)}=t^{1 / 2}$, then $a_{n}$ is regularly varing of index $1 / 2$. Thus, by the Theorem 10 we have that for any Borel set $A$

$$
\lim _{n \rightarrow \infty} P\left(\left[\frac{\pi}{\sqrt{2 n}} S_{n}(A) \leq x\right]\right)=\frac{2}{\pi} \int_{0}^{x} e^{-t^{2} / \pi} d t \quad \text { for } x \geq 0
$$

where P is any absolutely continuous probability measure on $\mathbb{R}$. So, we obtain a good asymptotic understanding of $S_{n}(A)$ in the distributional sense.

Remark 1. Since the main object of the theorem of this section is the F-transform of some measure, one may expect a connection between the theory of Chapter 4 and the results of this section. Indeed, that is the case, and in the following lines we obtain a simple proof of our main theorem but under the weak assumption that the fourth moment is finite. By Theorem 11 we have that for any $z \in \mathbb{C}^{+}$

$$
\begin{equation*}
a_{n}\left(T_{F}\right) \sim \frac{1}{\pi} \sum_{m=1}^{n} \operatorname{Im} \frac{-1}{F^{m}(z)} . \tag{5.7}
\end{equation*}
$$

For a positive integer $m$ define $F_{m}(z):=F_{D_{1 / \sqrt{ }} \mu}(z)$. Formula (2.9) implies that $F_{m}(z)=$ $F(\sqrt{m} z) / \sqrt{m}$. Let us rewrite it as $F(z)=\sqrt{m} F_{m}(z / \sqrt{m})$. Therefore

$$
\begin{equation*}
F^{\circ m}(z)=\sqrt{m} F_{m}^{\circ m}(z / \sqrt{m}) . \tag{5.8}
\end{equation*}
$$

By (4.23) we have that $F_{m}^{\circ m}(z)$ admits the approximation

$$
\begin{equation*}
F_{m}^{\circ m}(z)=\sqrt{z^{2}-2+\epsilon_{m}(z)} \quad \text { for } z \in \mathbb{C}^{+} \tag{5.9}
\end{equation*}
$$

Since we are assuming that $m_{6}(\mu)<\infty$, the inequality (4.13) says that for some $h>0$ we have that $\left|\epsilon_{m}(z)\right| \leq \frac{h}{\sqrt{n}}$ when $\operatorname{Im}(z) \geq \frac{h}{\sqrt{n}}$.

It follows that for $z=h i$

$$
\begin{aligned}
\sum_{m=1}^{n} \operatorname{Im} \frac{-1}{F^{m}(z)} & =\sum_{m=0}^{n-1} \operatorname{Im}\left(\frac{-1}{F^{\circ m}(h i)}\right) \\
& =\sum_{m=1}^{n-1} \operatorname{Im}\left(\frac{-1}{\sqrt{m} F_{m}^{\circ m}(h i / \sqrt{m})}\right) \\
& =\sum_{m=1}^{n-1} \operatorname{Im}\left(\frac{-1}{\sqrt{m} \sqrt{(h i / \sqrt{m})^{2}-2+\epsilon_{m}(h i / \sqrt{m})}}\right. \\
& =\sum_{m=1}^{n-1} \operatorname{Im}\left(\frac{-1}{\sqrt{m} \sqrt{-2+\delta_{m}}}\right) \\
& \sim \frac{1}{\sqrt{2}} \sum_{m=1}^{n-1} \frac{1}{\sqrt{m}} \sim \frac{1}{\sqrt{2}}(2 \sqrt{n}) \sim \sqrt{2 n},
\end{aligned}
$$

where $\delta_{m}=(h i / \sqrt{m})^{2}+\epsilon_{m}(h i / \sqrt{m})$. The only property of $\delta_{m}$ that matters for the above calculations is that $\delta_{m} \rightarrow 0$.

We conclude that

$$
\begin{equation*}
a_{n}\left(T_{F}\right) \sim \frac{\sqrt{2 n}}{\pi} \tag{5.10}
\end{equation*}
$$

This theorem was published in [7] with the collaboration of Arizmendi and Wang.

### 5.3 Proof

In this section we prove the main theorem. But before, we need a technical lemma.
Lemma 10. Let $\mu$ a probability measure with zero mean and unit variance. Let $\nu$ be the probability measure such that $F_{\mu}(z)=z-G_{\nu}(z)$. Let $k$ a positive number big enough so that $\nu([-k, k]) \geq 9 / 10$, and define $\Gamma:=\{z: y \geq 2(k+1),|x| \leq y\}$. If $z \in \Gamma$, then we have that

$$
\begin{equation*}
F_{\mu}^{\circ n}(z) \in \Gamma \quad \forall n \in \mathbb{N} . \tag{5.11}
\end{equation*}
$$

Proof. It is enough to prove that if $z \in \Gamma$, then $F_{\mu}(z) \in \Gamma$. First, we need to establish a technical result. Let $\Gamma_{+}:=\{z: y \geq 2(k+1), y-1 \leq x \leq y\}, \Gamma_{-}:=\{z: y \geq 2(k+1),-y \leq x \leq-(y-1)\}$, and $\Gamma_{0}:=\Gamma \backslash\left\{\Gamma_{+} \cup \Gamma_{-}\right\}$.

Claim:
i) $\operatorname{Re}\left(G_{\nu}(z)\right)>0$ if $z \in \Gamma_{+}$,
ii) $\operatorname{Re}\left(G_{\nu}(z)\right)<0$ if $z \in \Gamma_{-}$.

We only prove i). The proof of ii) is similar. Note that

$$
\begin{aligned}
\operatorname{Re}\left(G_{\nu}(z)\right) & =\int_{\mathbb{R}} \frac{(x-t)}{\left(x-t^{2}\right)+y^{2}} d \nu(t)=\frac{1}{y} \int_{\mathbb{R}} \frac{\frac{(x-t)}{y}}{\left(\frac{x-t}{y}\right)^{2}+1} d \nu(t) \\
& =\frac{1}{y} \int_{-k}^{k} \frac{\frac{(x-t)}{y}}{\left(\frac{x-t}{y}\right)^{2}+1} d \nu(t)+\frac{1}{y} \int_{|t|>k} \frac{\frac{(x-t)}{y}}{\left(\frac{x-t}{y}\right)^{2}+1} d \nu(t) .
\end{aligned}
$$

Now if $z \in \Gamma_{+}$, then

$$
\frac{y-\frac{1}{2} y}{y} \leq \frac{y-1-k}{y} \leq \frac{x-t}{y} \leq \frac{y+k}{y} \leq \frac{y+\frac{1}{2} y}{y} \quad \text { for } t \in[-k, k] .
$$

So we have that

$$
\frac{1}{2} \leq \frac{x-t}{y} \leq \frac{3}{2} \quad \text { for } t \in[-k, k]
$$

It is not hard to see that

$$
\inf _{\frac{1}{2} \leq \theta \leq \frac{3}{2}} \frac{\theta}{\theta^{2}+1}=\frac{1 / 2}{(1 / 2)^{2}+1}=0.4
$$

It follows that for $z \in \Gamma_{+}$

$$
\frac{1}{y} \int_{-k}^{k} \frac{\frac{(x-t)}{y}}{\left(\frac{x-t}{y}\right)^{2}+1} d \nu(t) \geq \frac{1}{y} \int_{-k}^{k} 0.4 d \nu(t) \geq 0.36 \frac{1}{y},
$$

where the last inequality is because by hypothesis $\nu([-k, k]) \geq 0.9$. We conclude that for $z \in \Gamma_{+}$

$$
\begin{aligned}
\operatorname{Re}\left(G_{\nu}(z)\right) & \geq 0.36 \frac{1}{y}+\frac{1}{y} \int_{|t|>k} \frac{\frac{(x-t)}{y}}{\left(\frac{x-t}{y}\right)^{2}+1} d \nu(t) \\
& \geq 0.36 \frac{1}{y}-\frac{1}{y} \int_{|t|>k} d \nu(t) \\
& \geq 0.36 \frac{1}{y}-0.1 \frac{1}{y} \\
& \geq 0.26 \frac{1}{y}>0 .
\end{aligned}
$$

So the claim is true.
We are now able to prove that if $z \in \Gamma$, then $F_{\mu}(z) \in \Gamma$. Take $z \in \Gamma$. There are 3 cases. Case 1: $z \in \Gamma_{0}$. Note that the distance of $z$ to $\delta \Gamma$ (the boundary of $\Gamma$ ) is at least $\frac{1}{\sqrt{2}}$. Since $\left|F_{\mu}(z)-z\right|=\left|G_{\nu}(z)\right| \leq \frac{1}{y}<\frac{1}{2}$, then clearly $F_{\mu}(z) \in \Gamma$.

Case 2: $z \in \Gamma_{+}$. We have that $1<y-1 \leq x \leq y$. We want to prove that $F_{\mu}(z) \in \Gamma$ : $\operatorname{Im}\left(F_{\mu}(z)\right) \geq 2(k+1)$ and $\left\lvert\, \operatorname{Re}\left(F_{\mu}(z) \mid \leq \operatorname{Im}\left(F_{\mu}(z)\right)\right.$. Since $\operatorname{Im}\left(F_{\mu}(z)\right)=y+\int_{\mathbb{R}} \frac{y}{(x-t)^{2}+y^{2}} d \nu(t)$, \right. then $\operatorname{Im}\left(F_{\mu}(z)\right) \geq y \geq 2(k+1)$. Now, we have that $\operatorname{Re}\left(F_{\mu}(z)\right)=x-\operatorname{Re}\left(G_{\nu}(z)\right)$ and $\operatorname{Re}\left(G_{\nu}(z)\right)>0$ for $z \in \Gamma_{+}($by the claim $)$, so $\operatorname{Re}\left(F_{\mu}(z)\right)=x-\operatorname{Re}\left(G_{\nu}(z)\right)<x \leq y \leq \operatorname{Im}\left(F_{\mu}(z)\right)$. Since $x \geq y-1 \geq 1$ and $\left|G_{\nu}(z)\right| \leq \frac{1}{y}<\frac{1}{2}$, then $\operatorname{Re}\left(F_{\mu}(z)\right)>1-1 / 2=1 / 2$. We conclude that $\mid \operatorname{Re}\left(F_{\mu}(z) \mid \leq \operatorname{Im}\left(F_{\mu}(z)\right)\right.$.

Case 3: $z \in \Gamma_{-}$. The argument is analogous to the case 2.

Proof of Theorem 12. By Theorem 11, it is enough to prove that $\frac{1}{\pi} \sum_{k=1}^{n} \operatorname{Im} \frac{-1}{F^{k}(z)} \sim \frac{\sqrt{2 n}}{\pi}$.
Let $\mu$ be a probability measure with zero mean and $0<\operatorname{var}(\mu)<+\infty$. By Proposition 10 there exists a measure $\nu$ such that $F_{\mu}(z)=z-G_{\nu}(z)$ with $\nu(\mathbb{R})=\operatorname{var}(\mu)$. Let $z_{n}=F_{\mu}^{\circ n}(c \cdot i)$ with $c=2(k+1)$ and k is as in Lemma 10. So, by this lemma we have $\left|\operatorname{Re}\left(z_{n}\right)\right| \leq \operatorname{Im}\left(z_{n}\right)$. Next note that the sequence $z_{n}$ satisfies

$$
\lim _{n \rightarrow \infty}\left|z_{n}\right|=\infty
$$

This is because the Denjoy-Wolff point of $F_{\mu_{n}}$ must be $\infty$. Indeed, note that $\operatorname{Im}\left(F_{\mu_{n}}(z)\right)=$ $y+\int_{\mathbb{R}} \frac{y}{(x-t)^{2}+y^{2}} d \nu(t)$ where $z=x+i y$. Since $\nu(\mathbb{R})=\operatorname{var}(\mu)>0$, then $\operatorname{Im}\left(F_{\mu}(z)\right)>\operatorname{Im}(z)$ for $z \in \mathbb{C}^{+}$. So, $F_{\mu_{n}}$ has no fixed point in $\mathbb{C}^{+}$and $\operatorname{Im}\left(z_{n}\right)$ is increasing. Therefore the D-W point of $F_{\mu}$ is $\infty$.

We conclude that $z_{n} \rightarrow \infty$ non-tangentially and by Proposition 4 we have

$$
z_{n} G_{\nu}\left(z_{n}\right) \rightarrow \nu(\mathbb{R})
$$

It follows that

$$
\begin{aligned}
z_{n+1}^{2}-z_{n}^{2} & =\left(z_{n+1}-z_{n}\right)\left(-\int_{\mathbb{R}} \frac{d \nu(t)}{z_{n}-t}\right) \\
& =\left(\frac{z_{n+1}}{z_{n}}+1\right)\left(-z_{n} G_{\nu}\left(z_{n}\right)\right) \\
& \rightarrow-2 \nu(\mathbb{R})=-2 \operatorname{var}(\mu)
\end{aligned}
$$

as $n \rightarrow \infty$. Consequently, we obtain the convergence of averages

$$
\frac{1}{n+1} \sum_{j=1}^{n-1}\left(z_{j+1}^{2}-z_{j}^{2}\right) \rightarrow-2 \operatorname{var}(\mu) \quad(n \rightarrow \infty)
$$

Observe now that

$$
\frac{z_{n}^{2}}{n}=\frac{z_{1}^{2}}{n}+\frac{n-1}{n}\left[\sum_{j=1}^{n-1}\left(z_{j+1}^{2}-z_{j}^{2}\right], n \geq 2\right.
$$

and so we finally have

$$
\frac{z_{n}^{2}}{n}=-2 \operatorname{var}(\mu)
$$

The point here is that the number $-2 \operatorname{var}(\mu)<0$. Hence we can apply the principal branch of $\sqrt{ }$. to $\frac{z_{n}^{2}}{n}$, and the continuity of $\sqrt{ }$ on $(-\infty, 0)$ says that

$$
\lim _{n \rightarrow \infty} \frac{z_{n}}{\sqrt{n}}=i \sqrt{2 \operatorname{var}(\mu)}
$$

This shows that

$$
\operatorname{Im}\left(\frac{-1}{z_{n}}\right) \sim \sqrt{\frac{1}{2 \operatorname{var}(\mu) n}} \quad(n \rightarrow \infty)
$$

and naturally,

$$
\sum_{n=1}^{N} \operatorname{Im}\left(\frac{-1}{z_{n}}\right) \sim \sqrt{\frac{2 N}{\operatorname{var}(\mu)}} \quad(N \rightarrow \infty)
$$
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