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Abstract

Following recent developments in Hubalek and Kyprianou [28] the objective of this paper is to provide further methods for constructing new families of scale functions for spectrally negative Lévy processes which are completely explicit. This will follow as a consequence of an observation in the aforementioned paper which permits feeding the theory of Bernstein functions directly into the Wiener-Hopf factorization for spectrally negative Lévy processes. Many new, concrete examples of scale functions are offered although the methodology in principle delivers still more explicit examples than those listed here.
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1 Spectrally negative Lévy processes and scale functions

Let \( X = \{X_t : t \geq 0\} \) be a Lévy process defined on a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \( \{\mathcal{F}_t : t \geq 0\} \) is the filtration generated by \( X \) satisfying the usual conditions. For \( x \in \mathbb{R} \) denote by \( \mathbb{P}_x \) the law of \( X \) when it is started at \( x \) and write simply \( \mathbb{P}_0 = \mathbb{P} \). Accordingly we shall write \( \mathbb{E}_x \) and \( \mathbb{E} \) for the associated expectation operators. In this paper we shall assume throughout that \( X \) is spectrally negative meaning here that it has no positive jumps and that it is not the negative of a subordinator.

It is well known that the latter allows us to talk about the Laplace exponent \( \psi(\theta) := \log \mathbb{E}[e^{\theta X_1}] \) for \( \theta \geq 0 \) where in particular we have the Lévy-Khintchine representation

\[
\psi(\theta) = -a\theta + \frac{1}{2} \sigma^2 \theta^2 + \int_{(-\infty,0)} (e^{\theta x} - 1 - x\theta 1_{\{x > -1\}}) \Pi(dx)
\]

where \( a \in \mathbb{R}, \sigma \in \mathbb{R} \) is the Gaussian coefficient and \( \Pi \) is a measure concentrated on \((-\infty,0)\) satisfying \( \int_{(-\infty,0)} (1 + x^2) \Pi(dx) < \infty \). The, so-called, Lévy triple \((a, \sigma, \Pi)\) completely characterizes the process \( X \).

For later reference we also introduce the function \( \Phi : [0, \infty) \to [0, \infty) \) as the right inverse of \( \psi \) on \((0, \infty)\) so that for all \( q \geq 0 \)

\[
\Phi(q) = \sup\{\theta \geq 0 : \psi(\theta) = q\}.
\]

Note that it is straightforward to show that \( \psi \) is a strictly convex function which is zero at the origin and tends to infinity at infinity and hence there are at most two solutions of the equation \( \psi(\theta) = q \).

Suppose now we define the stopping times for each \( x \in \mathbb{R} \)

\[
\tau^+_x = \inf\{t > 0 : X_t > x\} \text{ and } \tau^-_x = \inf\{t > 0 : X_t < x\}.
\]

A fluctuation identity with a long history concerns the probability that \( X \) exits an interval \([0,a]\) (where \( a > 0 \)) into \((a, \infty)\) before exiting into \((-\infty, 0)\) when issued at \( x \in [0,a] \). In particular it is known that

\[
\mathbb{E}_x(e^{-q \tau^+_x}1_{\{\tau^+_x < \tau^-_x\}}) = \frac{W^{(q)}(x)}{W^{(q)}(a)}
\]

where \( x \in (-\infty,a], q \geq 0 \) and the function \( W^{(q)} : \mathbb{R} \to [0, \infty) \) is defined as follows. On \((-\infty, 0)\) we have \( W^{(q)}(x) = 0 \) and otherwise \( W^{(q)} \) is the unique continuous function (right continuous at the origin) with Laplace transform

\[
\int_0^\infty e^{-\theta x} W^{(q)}(x)dx = \frac{1}{\psi(\theta) - q} \quad \text{for } \theta > \Phi(q).
\]

The functions \( \{W^{(q)} : q \geq 0\} \) are known as scale functions and for convenience and consistency we write \( W \) in place of \( W^{(0)} \). Identity (2) exemplifies the relation between scale functions for \( q = 0 \) and the classical ruin problem. Indeed setting \( q = 0 \) we have that \( \mathbb{P}_x(\tau^-_0 < \tau^+_a) = 1 - W(x)/W(a) \) and so assuming that \( \psi'(0+) > 0 \) and taking limits as \( a \uparrow \infty \) it is possible to deduce that \( W(\infty)^{-1} = \psi'(0+) \) and hence

\[
\mathbb{P}_x(\tau^-_0 < \infty) = 1 - \psi'(0+)W(x).
\]
It is in this context of ruin theory that scale functions make their earliest appearance in the works of [63], [60] and then later either explicitly or implicitly in the work of [22] and [35; 36], [59] and [52]. The real value of scale functions as a class with which one may express a whole range of fluctuation identities for spectrally negative Lévy processes became apparent in the work of [12; 13] and [6; 7] and an ensemble of subsequent articles; see for example [42], [2], [46; 47; 48; 49], [39], [20] and [17; 18; 19]. Moreover with the advent of these new fluctuation identities and a better understanding of the analytical properties of the function \( W(q) \) came the possibility of revisiting and solving a number of classical and modern problems from applied probability, but now with the underlying source of randomness being a general spectrally negative Lévy processes. For example, in the theory of optimal stopping [1; 2] and [38], in the theory of optimal control [3], [40; 51] and [44], in the theory of queuing and storage models [21] and [4], in the theory of branching processes [10], [29] and [43], in the theory of insurance risk and ruin [15], [34], [33], [20], [39], [51] and [44], in the theory of credit risk [26] and [41] and in the theory of fragmentation [37].

Although scale functions are now firmly embedded within the theory of spectrally negative Lévy processes and their applications, and although there is a reasonable understanding of how they behave analytically (see for example the summary in [38]), one of their main failings from a practical point of view until recently is that there are a limited number of concrete examples. None the less, Hubalek and Kyprianou [28] have been able to describe a parametric family of scale functions in explicit detail using a mathematical trick in which a spectrally negative Lévy process is constructed having a particular pre-determined Wiener-Hopf factorization.

In this paper, we make use of the aforementioned trick and combine it with classical and recent developments in the potential analysis of subordinators. Stemming from the latter, the theory of special Bernstein functions feeds directly into the theory of scale functions and brings about the existence of pairs of spectrally negative Lévy processes whose scale functions are conjugate to one another in an appropriate sense.

Following an analytical exposition of the latter concepts, we are able to offer completely new explicit examples of conjugate pairs of scale functions.

According to Lemma 8.4 in [38], for any \( q > 0 \), the \( q \)-scale function of a spectrally negative Lévy process can be obtained via the 0-scale function of a spectrally negative Lévy process that drifts to \( \infty \), whose law is obtained by an exponential change of measure of the law of the original Lévy process. From the theoretical point of view this allows us to restrict our study to the case \( q = 0 \). Nevertheless, from the point of view of applications this represents a restriction given that to make such a construction tractable one needs to know explicitly the bivariate Laplace exponent associated to the descending ladder process, its potential measure and the inverse of the Laplace exponent \( \psi \), which in general is an open problem.

In the sequel we will assume, unless otherwise stated, that the spectrally negative Lévy process does not drift to \( -\infty \). The reason for this is that the 0-scale function of a Lévy processes drifting to \( -\infty \) can be deduced from the 0-scale function corresponding to the associated Lévy process conditioned to drift to \( \infty \). This will be made precise in Section 4 below.

2 Descending ladder height and parent processes

The principal idea for generating new examples of scale functions in Hubalek and Kyprianou [28], which we borrow here, relies on constructing a spectrally negative Lévy process around a given
possibly killed subordinator which plays the role of the descending ladder height process. For the convenience of the reader we devote a little time in this section reminding the reader of the meaning of a descending ladder height process and give the result of [28] in detail.

It is straightforward to show that the process \( X - X := \{X_t - X_s : t \geq 0\} \), where \( X_s := \inf_{s \leq t} X_s \), is a strong Markov process with state space \([0, \infty)\). Following standard theory of Markov local times (cf. Chapter IV of [6]), it is possible to construct a local time at zero for \( X - X \) which we henceforth refer to as \( L = \{L_t : t \geq 0\} \). Its inverse process, \( L^{-1} := \{L_t^{-1} : t \geq 0\} \) where \( L_t^{-1} = \inf\{s > 0 : L_s > t\} \), is a (possibly killed) subordinator. Sampling \( X \) at \( L^{-1} \) we recover the points of minima of \( X \). If we define \( H_t = X_{L_t}^{-1} \) when \( L_t^{-1} < \infty \), with \( H_t = \infty \) otherwise, then it is known that the process \( H = \{H_t : t \geq 0\} \) is a (possibly killed) subordinator. The latter is known as the descending ladder height process. Moreover, if \( \Upsilon \) is the jump measure of \( H \) then

\[
\Upsilon(x, \infty) = e^\Phi(0)x \int_x^\infty e^{-\Phi(u)} \Pi(-\infty, -u) du \quad \text{for } x > 0,
\]

see for example [62]. Further, the subordinator has a drift component if and only if \( \sigma \neq 0 \) in which case the drift is necessarily equal to \( \sigma^2/2 \). The killing rate of \( H \) is given by the constant \( \mathbb{E}(X_1) \vee 0 = \psi'(0+) \vee 0 \). Observe that in the particular case where \( \Phi(0) = 0 \) the jump measure of \( H \) has a non-increasing density.

The starting point for the relationship between the descending ladder height process and scale functions is given by the Wiener-Hopf factorization. In 'Laplace form', for spectrally negative Lévy processes, this can be written as

\[
\psi(\theta) = (\theta - \Phi(0))\phi(\theta), \quad \theta \geq 0,
\]

where \( \phi(\theta) = -\log \mathbb{E}(e^{-\theta H_1}) \). In the special case that \( \Phi(0) = 0 \), that is to say, the process \( X \) does not drift to \(-\infty\) or equivalently that \( \psi'(0+) \geq 0 \), it can be shown that the scale function \( W \) describes the potential measure of \( H \). In other words

\[
\int_0^\infty dt \cdot \mathbb{P}(H_t \in dx) = W(dx) \quad \text{for } x \geq 0
\]

(4)

or equivalently

\[
\int_0^\infty e^{-\theta x} W(dx) = \frac{1}{\phi(\theta)} \quad \text{for } \theta > 0.
\]

(5)

We henceforth restrict the discussion to the case that \( \Phi(0) = 0 \). In Section 4 however we will address the case that \( X \) drifts to \(-\infty\).

The following theorem, taken from Hübalek and Kyprianou [28], shows how one may identify a spectrally negative Lévy process \( X \) (called the parent process) for a given descending ladder height process \( H \). An equivalent result has been obtained in Proposition 7 in [9]. Note that the version of the theorem we present here constructs the parent process such that it does not drift to \(-\infty\). However, this is not a necessary restriction in the original formulation of this result.

**Theorem 1.** Suppose that \( H \) is a subordinator, killed at rate \( \kappa \geq 0 \), with jump measure which is absolutely continuous with non-increasing density, say \( \nu \), and drift \( \kappa \). Then there exists a spectrally negative Lévy process \( X \) that does not drift to \(-\infty\), henceforth referred to as the parent process, whose
descending ladder height process is the process $H$. The Lévy triple $(a, \sigma, \Pi)$ of the parent process is uniquely identified as follows. The Gaussian coefficient is given by

$$\sigma = \sqrt{2d}.$$ 

The Lévy measure is given by

$$\Pi(-\infty, -x) = \nu(x), \text{ for } x > 0.$$ 

Finally

$$a = \int_{(-\infty, -1)} x \Pi(dx) - \kappa.$$ 

The Laplace exponent of the parent process is also given by

$$\psi(\theta) = \theta \phi(\theta)$$ 

for $\theta \geq 0$ where $\phi(\theta) = -\log \mathbb{E}(e^{-\theta H_1})$. The parent process oscillates or drifts to $\infty$ according to whether $\phi(0) = 0$ or $> 0$.

Note that when describing parent processes later on in this text, for practical reasons we shall prefer to specify the triple $(\sigma, \Pi, \psi)$ instead of $(a, \sigma, \Pi)$. However both triples provide an equivalent amount of information.

### 3 Special and conjugate scale functions

In this section we introduce the notion of a special Bernstein function and special subordinator and use the latter to justify the existence of pairs of so called conjugate scale functions which have a particular analytical structure. We refer the reader to the lecture notes of Song and Vondraček [57] and the books of Berg and Forst [5] and Jacob [30] for a more complete account of the theory of Bernstein functions and their application in potential analysis.

Recall that the class of Bernstein functions coincides precisely with the class of Laplace exponents of possibly killed subordinators. That is to say, a general Bernstein function takes the form

$$\phi(\theta) = \kappa + d\theta + \int_{(0,\infty)} (1 - e^{-\theta x}) \Upsilon(dx) \text{ for } \theta \geq 0$$ \hspace{1cm} (6)

where $\kappa \geq 0$, $d \geq 0$ and $\Upsilon$ is a measure concentrated on $(0,\infty)$ such that $\int_{(0,\infty)} (1 \wedge x) \Upsilon(dx) < \infty$.

**Definition 1.** Suppose that $\phi(\theta)$ is a Bernstein function, then it is called a special Bernstein function if

$$\phi(\theta) = \frac{\theta}{\phi^\ast(\theta)}, \quad \theta \geq 0,$$ \hspace{1cm} (7)

where $\phi^\ast(\theta)$ is another Bernstein function. Accordingly a possibly killed subordinator is called a special subordinator if its Laplace exponent is a special Bernstein function.
Note that if \( \phi \) is a special Bernstein function with representation as given in (7) then one says that the Bernstein function \( \phi^* \) is conjugate to \( \phi \). Moreover it is apparent from its definition that \( \phi^* \) is a special Bernstein function and \( \phi \) is conjugate to \( \phi^* \). In [24] and [58] it is shown that a sufficient condition for \( \phi \) to be a special subordinator is that \( \Upsilon(x, \infty) \) is log-convex on \((0, \infty)\).

For conjugate pairs of special Bernstein functions \( \phi \) and \( \phi^* \) we shall write in addition to (7)

\[
\phi^*(\theta) = \kappa^* + d^* \theta + \int_{(0,\infty)} (1 - e^{-\theta x}) \Upsilon^*(dx), \quad \theta \geq 0,
\]

where necessarily \( \Upsilon^* \) is a measure concentrated on \((0, \infty)\) satisfying \( \int_{(0,\infty)} (1 \wedge x) \Upsilon^*(dx) < \infty \). One may express the triple \((\kappa^*, d^*, \Upsilon^*)\) in terms of related quantities coming from the conjugate \( \phi \).

Indeed it is known that

\[
\kappa^* = \begin{cases} 
0 & \text{if } d > 0 \text{ or } \Upsilon(0, \infty) = \infty \\
(\kappa + \Upsilon(0, \infty))^{-1} & \text{if } d = 0 \text{ and } \Upsilon(0, \infty) < \infty.
\end{cases}
\]

This implies in particular that \( \kappa \kappa^* = 0 = d d^* \). In order to describe the measure \( \Upsilon^* \) let us denote by \( W(dx) \) the potential measure of \( \phi \). (This choice of notation will of course prove to be no coincidence). Then we have that \( W \) necessarily satisfies

\[
W(dx) = d^* \delta_0(dx) + \{\kappa^* + \Upsilon^*(x, \infty)\} dx \quad \text{for } x \geq 0.
\]

Naturally, if \( W^* \) is the potential measure of \( \phi^* \) then we may equally describe it in terms of \((\kappa, d, \Upsilon)\). A proof of these facts and other interesting results can be found in [56]. It can be easily shown that a necessary and sufficient condition for a Bernstein function to be a special Bernstein function is that its potential measure has a density on \((0, \infty)\) which is non-increasing and integrable in the neighborhood of the origin; see e.g. [8] Corollaries 1 and 2 for a proof of this fact.

We are interested in constructing a parent process whose descending ladder height process is a special subordinator. The first parts of the following theorem and corollary are now evident given the discussion in the current and previous sections.

**Theorem 2.** For conjugate special Bernstein functions \( \phi \) and \( \phi^* \) satisfying (6) and (8) respectively where \( \Upsilon \) is absolutely continuous with non-increasing density, there exists a spectrally negative Lévy process that does not drift to \(-\infty\), whose Laplace exponent is described by

\[
\psi(\theta) = \frac{\theta^2}{\phi^*(\theta)} = \theta \phi(\theta) \quad \text{for } \theta \geq 0
\]

and whose scale function is a concave function and is given by

\[
W(x) = d^* + \kappa^* x + \int_{0}^{x} \Upsilon^*(y, \infty) dy.
\]

Conversely, if \( \psi \) is the Laplace exponent of a spectrally negative Lévy process that does not drift to \(-\infty\) and its associated scale function, \( W \), is a concave function then there exists a pair of conjugate Bernstein functions \( \phi \) and \( \phi^* \), satisfying (6) and (8) respectively, where \( \Upsilon \) is absolutely continuous with non-increasing density, and such that the relations (10) and (11) hold.
Proof. Only the second part of the theorem needs a proof. Let $\psi$ and $W$ be as described in the second part of the statement of the theorem and let $\phi$ denote the Laplace exponent of the descending ladder height subordinator associated to the spectrally negative Lévy process with Laplace exponent $\psi$. The latter and former functions are related via (3) with $\Phi(0) = 0$. By an integration by parts it follows that

$$
\theta \int_0^\infty e^{-\theta x} W(x)dx = W(0+) + \int_0^\infty W'(y)e^{-\theta y}dy = \frac{1}{\phi(\theta)}, \quad \theta \geq 0,
$$

where $W'$ denotes the first derivative of $W$, which exists almost everywhere because of the concavity of $W$. This implies in particular that on $(0, \infty)$ the potential measure of the descending ladder height subordinator has a density which is non-increasing as well as an atom at zero of size $W(0+)$. Furthermore, again by an integration by parts it follows that

$$
\theta^2 \int_0^\infty e^{-\theta x} W(x)dx = \theta W(0+) + \theta \int_0^\infty W'(y)e^{-\theta y}dy = W'(\infty) + \theta W(0) + \int_0^\infty \left(1 - e^{-\theta y}\right) d (-W'(y)), \quad \theta \geq 0.
$$

(12)

So, that the function $\phi^*$ defined by

$$
\phi^*(\theta) = \frac{\theta^2}{\psi(\theta)} = \frac{\theta}{\phi(\theta)}, \quad \theta \geq 0,
$$

is a special Bernstein function conjugated to $\phi$. \hfill \Box

Note that the proof of the converse statement in Theorem [2] says a little more than is claimed. Indeed, we have that the potential measure of the subordinator with Laplace exponent $\phi^*$, in $(0, \infty)$, admits a density which is decreasing and convex. To see this, one should recall that the potential measure associated to $\phi^*$ has a decreasing density which is given by the tail Lévy measure of $\phi$, and since $\psi(\theta) = \theta \phi(\theta)$, $\theta \geq 0$ it follows by an integration by parts that the Lévy measure of $\phi$ has a decreasing density.

The assumptions of the previous theorem require only that the Lévy and potential measures associated to $\phi$ have a non-increasing density in $(0, \infty)$, respectively; this condition on the potential measure is equivalent to the existence of $\phi^*$. If in addition it is assumed that the potential density be a convex function, in light of the representation (11), we can interchange the roles of $\phi$ and $\phi^*$, respectively, in the previous theorem. The key issue to this additional assumption is that it ensures the absolute continuity of $\Upsilon^*$ with a non-increasing density. We thus have the following corollary.

**Corollary 1.** If $\phi$ and $\phi^*$ are conjugate special Bernstein functions satisfying (6) and (8) such that both $\Upsilon$ and $\Upsilon^*$ are absolutely continuous with non-increasing densities, then there exist a pair of scale functions $W$ and $W^*$, such that $W$ is concave, its first derivative is a convex function, (11) is satisfied, and

$$
W^*(x) = d + \kappa x + \int_0^x \Upsilon(y, \infty)dy
$$

(13)
whose parent processes are given by (10) and

\[ \psi^*(\theta) = \frac{\theta^2}{\phi(\theta)} = \theta \phi^*(\theta). \]  (14)

Conversely, if \( \psi \) is the Laplace exponent of a spectrally negative \( \mathbb{L} \)évy process such that its associated scale function \( W \) is a concave function whose first derivative is a convex function, then there exists a pair of conjugate Bernstein functions \( \phi \) and \( \phi^* \) and a function \( \psi^* \), such that \( \psi^* \) is the Laplace exponent of a spectrally negative \( \mathbb{L} \)évy process, and \( \psi \) (respectively \( \psi^* \)) is related to \( \phi^* \) (respectively to \( \phi \)) by equation (10) (respectively by (14)) and the scale functions associated to \( \psi \) and \( \psi^* \) satisfy equations (11) and (13), respectively.

**Proof.** The first part of the proof is a simple consequence of Theorem 2. The converse part follows from the calculations used in the proof of Theorem 2. Indeed, if \( \psi \) and \( W \) are as described in the converse statement of the corollary then it follows from Theorem 2 that there exists a pair of conjugate Bernstein functions \( \phi \) and \( \phi^* \) and by hypotheses and equation (12) that the respective \( \mathbb{L} \)évy measures of \( \phi \) and \( \phi^* \) have non-increasing densities. That the function \( \psi^* \) defined by \( \psi^*(\theta) = \theta \phi^*(\theta), \theta \geq 0 \), is the Laplace exponent of a spectrally negative \( \mathbb{L} \)évy process is then a consequence of Theorem 1. It follows from Theorem 2 and the uniqueness of Laplace transform that the scale functions associated to \( \psi \) and \( \psi^* \) have the claimed properties.

There are a number of remarks that are worth making regarding the above theorem in the setting of conjugate special Bernstein functions.

1. For obvious reasons we shall henceforth refer to the scale functions identified in (6) and (8) as special scale functions.

2. Similarly, when \( W \) and \( W^* \) exist then we refer to them as conjugate (special) scale functions and their respective parent processes are called conjugate parent processes. This conjugation can be seen by noting that thanks to (7)

\[ W \ast W^*(dx) = dx. \]

3. It is known (cf. Chapter 8 of [38]) that any scale function has a discontinuity at the origin if and only if the parent process has paths of bounded variation. That is to say, in the representation (11), \( \sigma = 0 \) and \( \int_{(-1,0]} |x|\Pi(dx) < \infty \). Taking account of the description in Theorem 1 one may easily deduce that in terms of the descending ladder height process this is equivalent to saying that \( \Upsilon(0,\infty) < \infty \) and \( d = 0 \) which, within the context of Theorem 2, is equivalent to the case that \( d^* > 0 \) in (9) as predicted by the general theory.

4. Another known general property of scale functions is that \( W'(0+) < \infty \) if and only if, in the representation (11), \( \sigma > 0 \) or \( \sigma = 0 \) and \( \Pi(\infty,0) < \infty \). See e.g. Exercise 8.5 in [38]. The latter conditions, when written in terms of the descending ladder height process, are respectively equivalent to \( d > 0 \) or \( d = 0 \) and \( d \Upsilon(0+)/dx < \infty \).
4 Tilting and parent processes drifting to $-\infty$

In this section we present two methods that allow us, given a scale function and associated parent process, to construct further examples of scale functions.

The first method relies on the following facts concerning translating the argument of a given Bernstein function.

**Lemma 1.** Let $\phi$ be a special Bernstein function with representation given by (5). Then for any $\beta \geq 0$ the function $\phi_{\beta}(\theta) = \phi(\theta + \beta)$, $\theta \geq 0$, is also a special Bernstein function with killing term $\kappa_{\beta} = \phi(\beta)$, drift term $d_{\beta} = d$ and Lévy measure $\tau_{\beta}(dx) = e^{-\beta x} \gamma(dx)$, $x > 0$. Its associated potential measure, $\mathbb{W}_{\beta}$, has a decreasing density in $(0, \infty)$ such that $\mathbb{W}_{\beta}(dx) = e^{-\beta x} \mathbb{W}'(x)dx$, $x > 0$, where $\mathbb{W}'$ denotes the density of the potential measure associated to $\phi$. Moreover, let $\phi^*$ and $\phi^*_\beta$, denote the conjugate Bernstein functions of $\phi$ and $\phi_{\beta}$, respectively. Then the following identity

$$\phi^*_\beta(\theta) = \phi^*(\theta + \beta) - \phi^*(\beta) + \beta \int_{0}^{\infty} \left(1 - e^{-\theta x}\right)e^{-\beta x} \mathbb{W}'(x)dx, \quad \theta \geq 0,$$

holds.

**Proof.** Assume that under $\mathbb{P}$, $H$ is a subordinator with Laplace exponent $\phi$. It is well known that the independence and homogeneity of the increments of $H$ imply that the process $M_t = e^{-\beta H_t + t \phi(\beta)}$, $t \geq 0$, is a martingale in the natural filtration generated by $H$. We denote by $\mathbb{P}(\beta)$ the Esscher transform of $\mathbb{P}$ via the exponential martingale $M$, viz $\mathbb{P}(\beta)$ is the unique measure over the space of right continuous left-limited with lifetime paths such that

$$\mathbb{P}(\beta) = M_t \mathbb{P} \quad \text{over } \sigma(H_s, s \leq t), \text{ for } t \geq 0.$$

Standard arguments show that under $\mathbb{P}(\beta)$ the law of $H$ is that of a subordinator and its Laplace exponent is given by $\theta \mapsto \phi(\beta + \theta) - \phi(\beta)$, $\theta \geq 0$, see e.g. [38] pp 78-79. Moreover, the drift and Lévy measure of $H$ under $\mathbb{P}(\beta)$ are determined by

$$\phi(\theta + \beta) - \phi(\beta) = \theta d + \int_{0}^{\infty} \left(e^{-\beta x} - e^{-(\beta + \theta)x}\right) \gamma(dx)$$

$$= \theta d + \int_{0}^{\infty} (1 - e^{-\theta x})e^{-\beta x} \gamma(dx), \quad \theta \geq 0.$$

Now, let $H^\beta$ be the subordinator obtained by killing $H$ under $\mathbb{P}(\beta)$ at an independent exponential time $e_{\phi(\beta)}$ with parameter $\phi(\beta)$, that is

$$H^\beta_t = \begin{cases} H_t, & \text{if } t \leq e_{\phi(\beta)}, \\ \infty, & \text{otherwise}. \end{cases}$$

Where the state $\infty$ is assumed to be cemetery point for $H$. As usual every function $f : \mathbb{R} \to \mathbb{R}$ is extended to $\mathbb{R} \cup \{\infty\}$ by $f(\infty) = 0$. It follows that $H^\beta$ is a killed subordinator, and we denote its lifetime by $\zeta$. Its Laplace exponent is given by $\phi_{\beta}(\theta) = \phi(\beta + \theta)$, $\theta \geq 0$. So, the latter identity
justifies the description of the characteristics of $\phi_\beta$ claimed in Lemma 1. Furthermore, the potential of the killed subordinator $H^\beta$ under $\mathbb{E}(\beta)$ is given by

$$
\mathbb{E}(\beta) \left( \int_0^\zeta 1_{\{H^\beta_t \in dx\}} dt \right) = \int_0^\infty \mathbb{E}(\beta) \left( 1_{\{H^\beta_t \in dx, t < \zeta\}} \right) dt
$$

$$
= \int_0^\infty \mathbb{E}(\beta) \left( 1_{\{H_t \in dx\}} 1_{\{t < e^{\phi(\beta)}\}} \right) dt = \int_0^\infty e^{-t \phi(\beta)} \mathbb{E}(\beta) \left( 1_{\{H_t \in dx\}} \right) dt
$$

$$
= \int_0^\infty e^{-t \phi(\beta)} \left( 1_{\{H_t \in dx\}} e^{-\beta H_t + t \phi(\beta)} \right) dt = \mathbb{E} \left( \int_0^\infty e^{-\beta H_t 1_{\{H_t \in dx\}}} dt \right)
$$

$$
= d^* \delta_0(dx) + e^{-\beta x} W'(x) dx,
$$

for $x \geq 0$, owing to Fubini’s Theorem and the definition of $H^\beta$. Given that the function $x \mapsto e^{-\beta x} W'(x)$, $x > 0$ is a decreasing function, it follows that $\phi_\beta$ is a special Bernstein function. Furthermore, following the description in Section 3 the characteristics of its conjugate, $\phi^*_\beta$, are given as follows: its killing term is $\kappa^*_\beta = 0$, as $\kappa_\beta = \phi(\beta) > 0$, the tail of its Lévy measure is given by

$$
\Upsilon^*_\beta(x, \infty) = e^{-\beta x} W'(x), \quad x > 0,
$$

and its drift equals $d^*$ as

$$
d^*_\beta = \lim_{\theta \to \infty} \phi^*_\beta(\theta) = \lim_{\theta \to \infty} \frac{1}{\theta \phi(\beta + \theta)} = \lim_{\theta \to \infty} \frac{1}{\theta \phi(\theta)} = d^*,
$$

in the obvious notation. The description in (15) follows by bare-hands calculations using the latter facts.

Note in particular that if $\Upsilon$ has a non-increasing density then so does $\Upsilon_\beta$. Moreover, if $W'$ is convex (equivalently $\Upsilon^*$ has a non-increasing density) then $W'_\beta$ is convex (equivalently $\Upsilon^*_\beta$ has a non-increasing density). These facts lead us to the following Lemma.

**Lemma 2.** If $\phi$ and $\phi^*$ are conjugate special Bernstein functions satisfying (6), (8) and such that both $\Upsilon$ and $\Upsilon^*$ are absolutely continuous with non-increasing densities, then there exist conjugate parent processes with Laplace exponents

$$
\psi_\beta(\theta) = \theta \phi_\beta(\theta) \quad \text{and} \quad \psi^*_\beta(\theta) = \theta \phi^*_\beta(\theta), \quad \theta \geq 0,
$$

whose respective scale functions are given by

$$
W_\beta(x) = d^* + \int_0^x e^{-\beta y} \Upsilon^*(y, \infty) dy, \quad x \geq 0,
$$

and

$$
W^*_\beta(x) = d + \phi(\beta) x + \int_0^x \left( \int_y^\infty e^{-\beta z} \Upsilon(dz) \right) dy,
$$

using obvious notation.
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The second method builds on the latter to construct examples of scale functions whose parent processes drift to $-\infty$. Suppose that $\phi$ is a Bernstein function such that $\phi(0) = 0$, its associated Lévy measure has a decreasing density and let $\beta > 0$. Theorem [1] as stated in its more general form in [28], says that there exists a parent process, say $X$, that drifts to $-\infty$ such that its Laplace exponent $\psi$ can be factorized as

$$\psi(\theta) = (\theta - \beta)\phi(\theta), \quad \theta \geq 0.$$ 

It follows that $\psi$ is a convex function and $\psi(0) = 0 = \psi(\beta)$, so that $\beta$ is the largest positive solution to the equation $\psi(\theta) = 0$. Now, let $W_\beta$ be the 0-scale function of the spectrally negative Lévy process, say $X_\beta$, with Laplace exponent $\psi_\beta(\theta) := \psi(\theta + \beta)$, for $\theta \geq 0$. It is known that the Lévy process $X_\beta$ is obtained by an exponential change of measure and can be seen as the Lévy process $X$ conditioned to drift to $\infty$, see chapter VII in [6]. Thus the Laplace exponent $\psi_\beta$ can be factorized as $\psi_\beta(\theta) = \theta \phi_\beta(\theta)$, for $\theta \geq 0$, where, as before, $\phi_\beta(\cdot) := \phi(\beta + \cdot)$. It follows from Lemma 8.4 in [38], that the 0-scale function of the process with Laplace exponent $\psi$ is related to $W_\beta$ by

$$W(x) = e^{\beta x}W_\beta(x), \quad x \geq 0.$$ 

The above considerations thus lead to the following result which allows for the construction of a second parent process and associated scale function over and above the pair described in Theorem [2].

**Lemma 3.** Suppose that $\phi$ is a special Bernstein function satisfying (6) such that $\phi$ is absolutely continuous with non-increasing density and $\kappa = 0$. Fix $\beta > 0$. Then there exists a parent process with Laplace exponent

$$\psi(\theta) = (\theta - \beta)\phi(\theta), \quad \theta \geq 0$$

whose associated scale function is given by

$$W(x) = d^* e^{\beta x} + e^{\beta x} \int_0^x e^{-\beta y} \Upsilon^*(y, \infty) dy, \quad x \geq 0,$$

where we have used our usual notation.

Now, when we assume furthermore that the potential density associated to $\phi$ is a decreasing and convex function, or equivalently that the Lévy measure of $\phi^*$ has a decreasing density, there are three choices for a conjugate parent process. The first, is the one appearing in Lemma [2] with Laplace exponent given by $\psi_\beta^*(\theta) = \theta \phi_\beta^*(\theta)$, for $\theta \geq 0$, and its scale function, $W_\beta^*$, is described in equation (16). This parent process drifts to $\infty$. The scale functions $W_\beta$ and $W_\beta^*$ are conjugated in the sense described in Remark 2 in Section [3] which implies that

$$d(e^{-\beta x}W(x)) \ast dW_\beta^*(x) = dx, \quad x \geq 0.$$ 

The second and third candidate parent process, based on $\phi^*(\theta)$, are the one drifting to $-\infty$, constructed using the formulation above, and the one which drifts to $\infty$ described in Corollary [1] accordingly as $\phi^*(0) = 0$ or $\phi^*(0) > 0$, respectively. For these parent processes the respective scale functions are such that

$$e^{-\beta x} dx = \begin{cases} d \left( e^{-\beta x}W(x) \right) \ast d \left( e^{-\beta x}W^*(x) \right), & \text{if } \phi^*(0) = 0, \\ d(e^{-\beta x}W(x)) \ast (e^{-\beta x}W^*(dx)), & \text{if } \phi^*(0) > 0, \end{cases}, \quad x \geq 0.$$
Remark 1. Observe that the construction explained in this section can be performed as soon as there exists a $\beta > 0$ such that the function $\theta \mapsto \phi(\beta + \theta)$ is a special Bernstein function with a non-increasing Lévy density. Which in view of the calculations carried in the proof of Lemma 1 could occur without $\phi$ being a special Bernstein function in itself.

5 Complete scale functions

We begin by introducing the notion of a complete Bernstein function with a view to constructing scale functions whose parent processes are derived from descending ladder height processes with Laplace exponents belonging to the class of complete Bernstein functions.

**Definition 2.** A function $\phi$ is called complete Bernstein function if there exists an auxiliary Bernstein function $\eta$ such that

$$
\phi(\theta) = \theta^2 \int_{(0,\infty)} e^{-\theta x} \eta(x) \, dx. \tag{17}
$$

It is well known that a complete Bernstein function is necessarily a special Bernstein function (cf. [30]) and in addition, its conjugate is also a complete Bernstein function. Moreover, from the same reference one finds that a necessary and sufficient condition for $\phi$ to be complete Bernstein is that $\Upsilon$ satisfies for $x > 0$

$$
\Upsilon(dx) = \left\{ \int_{(0,\infty)} e^{-xy} \gamma(dy) \right\} dx
$$

where $\int_{(0,1)} \frac{1}{y} \gamma(dy) + \int_{(1,\infty)} \frac{1}{y^2} \gamma(dy) < \infty$. Equivalently $\Upsilon$ has a completely monotone density. Another necessary and sufficient condition is that the potential measure associated to $\phi$ has a density on $(0,\infty)$ which is completely monotone, this is a result due to Kingman [32] and Hawkes [25]. The class of infinitely divisible laws and subordinators related to this type of Bernstein functions has been extensively studied by several authors, see e.g. [11], [61], [53], [16], [31] and the references therein.

Since it is necessarily the case that $\Upsilon$ is absolutely continuous with a completely monotone density, it follows that any subordinator whose Laplace exponent is a complete Bernstein function may be used in conjunction with Corollary 1. The following result is now a straightforward application of the latter and the fact that from (17), any Bernstein function $\eta$ has a Laplace transform $(\theta^2/\phi(\theta))^{-1}$ where $\phi$ is complete Bernstein.

**Corollary 2.** Let $\eta$ be any Bernstein function and suppose that $\phi$ is the complete Bernstein function associated with the latter via the relation (17). Write $\phi^*$ for the conjugate of $\phi$ and $\eta^*$ for the Bernstein function associated with $\phi^*$ via the related (17). Then

$$
W(x) = \eta^*(x) \quad \text{and} \quad W^*(x) = \eta(x), \quad x \geq 0.
$$

are conjugate scale functions with conjugate parent processes whose Laplace exponents are given by

$$
\psi(\theta) = \frac{\theta^2}{\phi^*(\theta)} = \theta \phi(\theta) \quad \text{and} \quad \psi^*(\theta) = \frac{\theta^2}{\phi(\theta)} = \theta \phi^*(\theta), \quad \theta \geq 0.
$$
We conclude this section with some remarks about the above corollary.

1. For notational consistency we call the pair \( W \) and \( W^\ast \) (conjugate) complete scale functions and their respective parent processes (conjugate) complete parent processes.

2. In essence only part of the above corollary is of practical value. That is to say, any given Bernstein function \( \eta \) is a scale function whose parent process is the spectrally negative Lévy process whose Laplace exponent is given by \( \psi^\ast(\theta) = \theta^2/\phi(\theta) \) where \( \phi \) is given by \( 17 \).

3. Observe that any given completely monotone function say \( p : [0, \infty] \to [0, \infty] \), such that \( \int_0^1 p(s)ds < \infty \), may be seen as the potential density of a subordinator. This is due to the fact that any such function is log-convex, owing to Hölder’s inequality, and then by a result due to Hirsch [27], there exists a subordinator, say \( H \), whose potential measure admits \( p \) as a density in \( (0, \infty) \), see also [58] for a recent proof of the latter fact. Let \( \phi \) be the Laplace exponent of \( H \), this is such that the tail of its Lévy measure is a completely monotone function that we will denote by \( p^\ast \). Thus, \( \int_0^1 p^\ast(s)ds < \infty \) and

\[
\phi(\theta) = d + \frac{\kappa}{\theta} + \int_0^\infty e^{-\theta y} p^\ast(y)dy, \quad \theta \geq 0.
\]

It follows from Corollary [21] that there exists a spectrally negative Lévy process with Laplace exponent \( \psi(\theta) = \theta \phi(\theta) \) for \( \theta \geq 0 \), its associated scale function is a Bernstein function, and can be represented as

\[
W(x) = d^\ast + \kappa^\ast x + \int_0^\infty (1 - e^{-xy}) \frac{\gamma(dy)}{y}, \quad x \geq 0;
\]

under the assumption that \( p \) admits the representation

\[
p(x) = \kappa^\ast + \int_0^\infty e^{-xy} \gamma(dy), \quad x \geq 0,
\]

where \( \kappa^\ast \geq 0 \) and \( \gamma \) is a measure over \( (0, \infty) \) such that

\[
\int_0^1 \gamma(dy) + \int_1^\infty \frac{\gamma(dy)}{y} < \infty, \quad \text{equivalently} \quad \int_0^1 p(t)dt < \infty.
\]

For the respective conjugates we have that

\[
\phi^\ast(\theta) = \kappa^\ast + d^\ast \theta + \int_0^\infty \frac{\theta}{\theta + y} \gamma(dy), \quad \theta \geq 0,
\]

\[
\sigma^\ast = \sqrt{2d^\ast}, \quad a^\ast = \int_0^\infty ye^{-xy} \gamma(dy) + p(1) - \kappa^\ast,
\]

\[
\Pi^\ast(-\infty, -x) = \int_0^\infty ye^{-xy} \gamma(dy), \quad x > 0,
\]
and therefore,
\[ W^*(x) = d + \kappa x + \int_0^x p^*(y)dy, \quad x \geq 0. \]

Finally, owing to Remark 2 in Section 3 if \( d = 0 = d^* \), the functions \( p \) and \( p^* \) are related by the Volterra-type equation
\[ \int_0^y p(x)p^*(y-x)dx = 1 = \int_0^y p^*(x)p(y-x)dx, \quad y \geq 0. \]

4. Another source of examples comes from the observation that if \( \varphi \) is a complete Bernstein function then the function \( \phi(\theta) = (\varphi(1/\theta))^{-1} \), for \( \theta \geq 0 \), also is a complete Bernstein function. This assertion is easily proved using that the potential density associated to \( \varphi \) is a completely monotone function. Thus, given a pair of complete conjugate Bernstein functions \( \varphi, \varphi^* \) the functions \( \phi, \phi^* \) defined above, and \( \phi^* \) constructed analogously, form also a conjugate pair of complete Bernstein functions. Therefore having knowledge of the parent processes and scale functions associated to \( \varphi \) and \( \varphi^* \), respectively, one can construct a new family of conjugate parent processes and scale functions.

6 Concrete examples

The previous sections have essentially consisted of re-dressing the theory of Bernstein functions in the language of scale functions. In this section we justify the value of the previous exposition by offering a large cache of remarkably explicit examples.

Example 1

Our first example will not be as interesting as other examples and has been included principally for the purpose of illustrating how the theory works in the context of an ‘old favorite’.

Consider the, apparently trivial, Bernstein function
\[ \phi(\theta) = \kappa + d\theta \]
where \( d, \kappa > 0 \). This is the Laplace exponent of the ladder height process with a parent process consisting of a Brownian motion with coefficient \( \sqrt{2d} \) drift at rate \( \kappa \),
\[ \psi(\theta) = \kappa \theta + d\theta^2, \quad \theta \geq 0. \]

This process is a diffusion and gives us an example where its scale function as a spectrally negative Lévy process coincides precisely with its scale function as a diffusion. We have by a simple Laplace inversion
\[ W(x) = \frac{1}{\kappa}(1 - e^{-x\kappa/d}), \quad x \geq 0. \]

This tells us that \( d^* = 0 \), \( W'(x) = \kappa^* + T^*(x, \infty) = d^{-1}e^{-x\kappa/d} \) and hence \( \kappa^* = 0 \). Regarding the conjugate parent process, it is clear that
\[ \Pi^*(-\infty, -x) = \frac{\kappa}{d^2}e^{-x\kappa/d}, \quad x > 0. \]
and so the latter has a compound Poisson jump structure with negative exponentially distributed jumps having parameter $\kappa/d$ and arrival rate $\kappa/d^2$. Since $\kappa^* = d^* = 0$ the conjugate parent process is an oscillating process with no Gaussian component and hence one may write down from this information directly

$$
\psi^*(\theta) = \frac{1}{d} \theta - \frac{\kappa}{d^2} \left( 1 - \frac{\kappa/d}{\theta + \kappa/d} \right).
$$

After a little algebra one finds that this coincides with the expected expression given by $\psi^*(\theta) = \theta^2/\phi(\theta)$. It follows from Theorem 2 that the scale function associated to $\psi^*$ is given by

$$W^*(x) = d + \kappa x, \quad x \geq 0.$$ 

So that $W^*$ is a linear scale function, thus its associated potential density is constant and so it is closely related to the potential measures appearing in Section 3 in [57]. Finally by the continuity theorem for Laplace transforms it follows that the scale functions are continuous in the Lévy triple $(\kappa, d, \Upsilon)$. For this reason as $\kappa \to 0$ the scale functions $W$ and $W^*$ converge towards the scale functions $x \mapsto x/d$, and $x \mapsto d$, for $x > 0$, respectively.

**Example 2**

Let $\beta, c > 0$, $\nu \geq 0$ and $\lambda \in (0, 1)$. We claim that

$$\phi(\theta) = \frac{c \beta \theta \Gamma(\nu + \beta \theta)}{\Gamma(\nu + \beta \theta + \lambda)}, \quad \theta \geq 0,$$

is a Bernstein function where $\Gamma(u)$ denotes the usual Gamma function with parameter $u > 0$. In order to determine the triple $(\kappa, d, \Upsilon)$ in (6) associated with $\phi$ let us recall that the Beta function is related to the Gamma function by the following formula, for $a, b > 0$

$$B(a, b) := \int_0^1 x^{b-1}(1-x)^{a-1}dx = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}.$$ 

We thus have that

$$\phi(\theta) = \frac{c \beta \theta}{\Gamma(\lambda)} B(\beta \theta + \nu, \lambda), \quad \theta \geq 0.$$ 

Then making a change of variable in the expression for the Beta function we reach the identity

$$\frac{\phi(\theta)}{\theta} = \frac{c}{\Gamma(\lambda)} \int_0^{\infty} e^{-\theta z} e^{-\nu/\beta} \left(1 - e^{-z/\beta}\right)^{\lambda-1} dz. \quad (18)$$

This means that $\kappa = d = 0$ and

$$\Upsilon(x, \infty) = \frac{c e^{-x(\nu+\lambda-1)/\beta}}{\Gamma(\lambda)} \left(e^{x/\beta} - 1\right)^{\lambda-1}, \quad x > 0.$$ 

Since the above expression may be written as the product of two completely monotone functions, it is clear that $\Upsilon$ has a density which is monotone decreasing.
In order to determine the potential measure associated to this subordinator observe the following elementary identity:

\[
\frac{\theta}{\phi(\theta)} = \frac{\Gamma(\nu + \beta \theta + \lambda) \Gamma(1 - \lambda)}{c \beta \Gamma(\nu + \beta \theta + 1) \Gamma(1 - \lambda)} \nu + \beta \theta. \tag{19}
\]

Therefore, we have that

\[
\frac{\theta}{\phi(\theta)} = \frac{\nu + \beta \theta}{c \beta \Gamma(1 - \lambda)} \int_0^1 x^{\nu + \beta \theta - 1} x^\lambda (1 - x)^{-\lambda} dx
\]

\[
= \frac{\lambda}{c \beta \Gamma(1 - \lambda)} \int_0^1 \frac{1}{x^2} (1 - x^{\nu + \beta \theta}) \left( \frac{1}{x} - 1 \right)^{-\lambda - 1} dx
\]

\[
= \frac{\lambda}{c \beta \Gamma(1 - \lambda)} \int_0^\infty (1 - e^{-(\nu + \beta \theta) x}) (e^x - 1)^{-\lambda} e^x dx
\]

\[
= \frac{\lambda}{c \beta \Gamma(1 - \lambda)} \int_0^\infty \left(1 - e^{-\nu x}\right) \frac{e^x}{(e^x - 1)^{\lambda + 1}} dx
\]

\[
+ \frac{\lambda}{c \beta \Gamma(1 - \lambda)} \int_0^\infty \left(1 - e^{-\beta \theta x}\right) \frac{e^{x(1 - \nu)}}{(e^x - 1)^{\lambda + 1}} dx
\]

\[
= \frac{\Gamma(\nu + \lambda)}{c \beta \Gamma(\nu)} + \frac{\lambda}{c \beta \Gamma(1 - \lambda)} \int_0^\infty \left(1 - e^{-\beta \theta x}\right) \frac{e^{x(1 - \nu)}/\beta}{(e^{x/\beta} - 1)^{\lambda + 1}} dx,
\]

where the second equality is obtained by integrating by parts with \( f(x) = 1 - x^{\nu + \beta \theta} \) and \( g(x) = (x^{-1} - 1)^{-\lambda} \), for \( x \in (0, 1) \); and the fifth equality follows also by an integration by parts and a change of variables \( u = e^{-z} \) as follows

\[
\lambda \int_0^\infty \left(1 - e^{-\nu z}\right) \frac{e^z}{(e^z - 1)^{\lambda + 1}} dz = \frac{(1 - e^{-\nu})}{(e^z - 1)^{\lambda}} \bigg|_0^\infty \int_0^\infty v e^{-(\nu + 1)z} e^z \frac{dz}{(e^z - 1)^{\lambda}}
\]

\[
= v \int_0^\infty \frac{e^{-(\nu + 1) z} e^{-z}}{(e^z - 1)^{\lambda}} dz
\]

\[
= v \int_0^1 u^{\nu + 1 - 1}(1 - u)^{1 - \lambda - 1} du
\]

\[
= \frac{\Gamma(\nu + \lambda) \Gamma(1 - \lambda)}{\Gamma(\nu)}.
\]

This shows that \( \phi \) is a special Bernstein function whose conjugate \( \phi^* \) has triplet \((\kappa^*, d^*, \Upsilon^*)\) (cf. (8)) given by \( \kappa^* = \Gamma(\nu + \lambda)/c \beta \Gamma(\nu) \), \( d^* = 0 \) and

\[
\Upsilon^*(dx) = \frac{\lambda}{c \beta^2 \Gamma(1 - \lambda)} \frac{e^{x(1 - \nu)/\beta}}{(e^{x/\beta} - 1)^{\lambda + 1}} dx
\]

Note that \( \Upsilon^* \) has a decreasing density. Referring back to Theorem 2 and Corollary 1 we may now say the following.
There exists an oscillating spectrally negative Lévy process with Laplace exponent
\[
\psi(\theta) = \frac{c\beta\theta^2\Gamma(v + \theta)}{\Gamma(v + \theta + \lambda)}, \quad \text{for } \theta \geq 0
\]
which has no Gaussian component and its Lévy measure, \( \Pi \), satisfies
\[
\Pi(-\infty, -x) = \frac{c(v + \lambda - 1)}{\beta} e^{-x(v + 1)\beta} \frac{1}{\Gamma(\lambda)} \left( e^{x/\beta} - 1 \right)^{\lambda - 1}
\]
and the associated scale function is given by
\[
W(x) = \Gamma(\nu + \lambda) \frac{x}{c\beta \Gamma(\nu)} + \int_0^x \left\{ \int_{\lambda}^\infty \frac{\lambda}{c\beta^2 \Gamma(1 - \lambda)} \frac{e^{y(1-\nu)/\beta}}{(e^{y/\beta} - 1)^{\lambda + 1}} dy \right\} dy
\]
for \( x \geq 0 \).

There exists a spectrally negative Lévy process which drifts to \( \infty \) or oscillates according to whether \( \nu > 0 \) or \( \nu = 0 \), with Laplace exponent
\[
\psi^*(\theta) = \frac{\theta \Gamma(v + \beta \theta + \lambda)}{c\beta \Gamma(v + \beta \theta)}, \quad \text{for } \theta \geq 0
\]
which has no Gaussian component and whose Lévy measure, \( \Pi^* \), satisfies
\[
\Pi^*(-\infty, -x) = \frac{\lambda}{c\beta^2 \Gamma(1 - \lambda)} \frac{e^{x(1-\nu)/\beta}}{(e^{x/\beta} - 1)^{\lambda + 1}}, \quad \text{for } x > 0,
\]
and the associated scale function is given by
\[
W^*(x) = \int_0^x c \frac{e^{-z(v + \lambda - 1)/\beta}}{\Gamma(\lambda)} \left( e^{z/\beta} - 1 \right)^{\lambda - 1} dz.
\]

Note in the special case that \( \nu = 0 \) and \( \beta = c = 1 \) we have the two conjugate scale functions
\[
W(x) = \frac{1}{\Gamma(1 - \lambda)} \int_0^x (e^y - 1)^{-\lambda} dy
\]
and
\[
W^*(x) = \frac{1}{\Gamma(\lambda)} \int_0^x (1 - e^{-z})^{-\lambda - 1} dz.
\]

Another special case worthy of remark is the case where \( \nu = 1 = \beta, c = \Gamma(1 + \lambda) \). The Laplace exponent \( \psi^* \) takes the form
\[
\psi^*(\theta) = \frac{\Gamma(\theta + \lambda)}{\Gamma(\theta) \Gamma(\alpha)}, \quad \theta \geq 0,
\]
where $\alpha = 1 + \lambda \in (1, 2)$. It was shown in Chaumont et al. [14] and Section 3 of Patie [45] that this is the Laplace exponent of a spectrally negative Lévy process. The associated scale function, also identified in the latter papers, may simply be written
\[ W^*(x) = (1 - e^{-x})^{\alpha - 1}, \quad x \geq 0. \]

The previous calculations can be used to provide an example of the technique developed in Section 4. For $c, \nu > 0$, $\lambda \in ]0, 1[$, let $\Psi$ be the function defined by means of
\[ \Psi(\theta) = (\theta - \nu) \frac{\Gamma(\theta + \lambda)}{c \Gamma(\theta)}, \quad \theta \geq 0. \]

The above expression was also shown to be a Laplace exponent of a spectrally negative Lévy process in Section 4.2 of [45]. It follows from the previous discussion, that the function $\Xi$ defined by
\[ \Xi(\theta) = \Gamma(\theta + \lambda) \frac{c}{\Gamma(\theta)}, \quad \theta \geq 0, \]
is the Laplace exponent of a subordinator such that its Lévy measure has a decreasing density and its potential measure has a decreasing and convex density. According to our discussion in Section 4 and the previous facts it follows that $\Psi(\theta)$ is the Laplace exponent of a spectrally negative Lévy process that drifts to $-\infty$, and its scale function is given by
\[ W(x) = \frac{c e^{\nu x}}{\Gamma(\lambda)} \int_0^x e^{-\nu z}(1 - e^{-z})^{\lambda - 1} \, dz, \quad x \geq 0. \]

This is due to the fact that the Lévy process with Laplace exponent $\Psi$ conditioned to drift to $\infty$ has Laplace exponent
\[ \Psi_\nu(\theta) = \Psi(\theta + \nu) = \frac{\theta \Gamma(\theta + \lambda + \nu)}{c \Gamma(\theta + \nu)}, \quad \theta \geq 0. \]

Moreover, the conjugate parent and ladder height processes have Laplace exponent given by
\[ \Phi^*(\theta) = \frac{\theta^2 \Gamma(\nu + \theta)}{\Gamma(\nu + \lambda + \theta)}, \quad \Psi^*(\theta) = \frac{\theta \Gamma(\nu + \theta)}{\Gamma(\nu + \lambda + \theta)}, \quad \theta \geq 0, \]
so that their characteristics were discussed before, and the corresponding scale function is described in equation (21), taking $\beta = 1$. The Laplace exponent $\Phi$ can be thought as the one of the parent process with Laplace exponent $\psi^*$, as in equation (22), conditioned to drift to $-\infty$.

**Example 3**

Let $0 < a \leq \beta \leq 1$, $a, b > 0$ and $\phi$ be the Bernstein function defined by
\[ \phi(\theta) = a \theta^{\beta - a} + b \theta^\beta, \quad \theta \geq 0. \]

That is, in the case where $\alpha < \beta < 1$, $\phi$ is the Laplace exponent of a subordinator which is obtained as the sum of two independent stable subordinators one of parameter $\beta - a$ and the other of parameter $\beta$, respectively, so that the killing and drift term of $\phi$ are both equal to 0, and its Lévy measure is given by
\[ \Upsilon(dx) = \left( \frac{a(\beta - a)}{\Gamma(1 - \beta + a)} x^{-(1 + \beta - a)} + \frac{b \beta}{\Gamma(1 - \beta)} x^{-(1 + \beta)} \right) dx, \quad x > 0. \]
If $\alpha = \beta < 1$ then $\phi$ is the Laplace exponent of a stable subordinator killed at rate $a$; when $\alpha < \beta = 1$, $\phi$ is the Laplace exponent of a stable subordinator with positive drift $b$; and finally in the case where $\alpha = 1 = \beta$, $\phi$ is simply the Laplace exponent of a pure drift subordinator killed at rate $a$. The latter case will be excluded because it has been discussed in Example 1. In all cases the underlying Lévy measure has a density which is completely monotone, and thus its potential density, or equivalently the density of the associated scale function $W$, is completely monotone.

In the remainder of this example and subsequent examples we shall make heavy use of the two parameter Mittag-Leffler function defined by

$$E_{\alpha, \beta}(x) = \sum_{n \geq 0} \frac{x^n}{\Gamma(n\alpha + \beta)}, \quad x \in \mathbb{R},$$

where $\alpha, \beta > 0$. The latter function can be identified via a pseudo-Laplace transform. Namely, for $\lambda \in \mathbb{R}$ and $\Re(\theta) > \lambda^{1/\alpha} - \gamma$,

$$\int_0^\infty e^{-\theta x} x^{\beta-1} E_{\alpha, \beta}(\lambda x^\alpha) dx = \frac{(\theta + \gamma)^{\alpha-\beta}}{(\theta + \gamma)^{\alpha-\lambda}}.$$

Using the above transform the scale function associated to $\phi$ can now be identified via

$$W'(x) = \frac{1}{b} x^{\beta-1} E_{\alpha, \beta}(-ax^{\alpha}/b), \quad x > 0,$$

which is a completely monotone function because it is the product of the completely monotone functions $x^{\beta-1}$ and $E_{\alpha, \beta}(-x^\alpha)$, and the later is completely monotone because it is the composition of the completely monotone function $t \mapsto E_{\alpha, \beta}(-t)$ for $t \geq 0$, see [55], with the Bernstein function $x^\alpha$. So, the function

$$\psi(\theta) = \theta \phi(\theta) = a\theta^{\alpha-\beta+1} + b\theta^{\beta+1}, \quad \theta \geq 0,$$

is the Laplace exponent of a spectrally negative Lévy process. We shall elaborate on the features of the aforementioned parent process below according to three parameter regimes.

In the case $\alpha < \beta < 1$, the parent process oscillates and is obtained by adding two independent spectrally negative stable processes with stability index $\beta + 1$ and $1 + \beta - \alpha$, respectively. The scale function associated to it is given by

$$W(x) = \frac{1}{b} \int_0^x t^{\beta-1} E_{\alpha, \beta}(-at^{\alpha}/b) dt, \quad x \geq 0.$$

The associated conjugates are given by

$$\phi^*(\theta) = \frac{\theta}{a\theta^{\beta-a} + b\theta^\beta}, \quad \psi^*(\theta) = \frac{\theta^2}{a\theta^{\beta-a} + b\theta^\beta}, \quad \theta \geq 0,$$

and

$$W^*(x) = \frac{a}{\Gamma(2-\beta+\alpha)} x^{1-\beta+a} + \frac{b}{\Gamma(2-\beta)} x^{1-\beta}, \quad x \geq 0.$$

The subordinator with Laplace exponent $\phi^*$ has zero killing and drift terms and its Lévy measure is obtained by taking the derivative of the expression in (23). By Theorem 1 the spectrally negative
Lévy process with Laplace exponent $\psi^*$, oscillates, has unbounded variation, has zero linear and Gaussian terms, and its Lévy measure is obtained by derivating twice the expression in (23).

In the case, $\alpha = \beta < 1$, the Laplace exponent $\psi$ takes the form

$$\psi(\theta) = \theta \phi(\theta) = a\theta + b\theta^{\beta+1}.$$ 

The latter is the Laplace exponent of an oscillating spectrally negative $\alpha$-stable process with stability index $\alpha = (1 + \beta)$, and positive drift with rate $a$. The scale function can be implicitly found in Furrer [23] and it takes the form

$$W(x) = \frac{1}{a} (1 - E_{\beta,1}(-ax^{\beta}/b)), \quad x \geq 0.$$

The respective conjugates are given by

$$\phi^*(\theta) = \frac{\theta}{a\theta + b\theta^\beta}, \quad \psi^*(\theta) = \frac{\theta^2}{a\theta + b\theta^\beta}, \quad \theta \geq 0,$$

and

$$W^*(x) = ax + \frac{b}{\Gamma(2 - \beta)}x^{1 - \beta}, \quad x \geq 0.$$

The conjugate subordinator and spectrally negative Lévy process, can be described using similar reasoning to that of the previous parameter regime and we omit the details. One may mention here that by letting $a \downarrow 0$ the continuity theorem for Laplace transforms tells us that for the case $\phi(\theta) = b\theta^\beta$, the associated $\psi$ is the Laplace exponent of a spectrally negative stable process with stability parameter $1 + \beta$, and its scale function is given by

$$W(x) = \frac{1}{b\Gamma(1 + \beta)}x^\beta, \quad x \geq 0.$$

The associated conjugates are given by

$$\phi^*(\theta) = b^{-1}\theta^{1 - \beta}, \quad \psi^*(\theta) = b^{-1}\theta^{2 - \beta}, \quad \theta \geq 0,$$

and

$$W^*(x) = \frac{b}{\Gamma(2 - \beta)}x^{1 - \beta}, \quad x \geq 0.$$

So that $\phi^*$, respectively $\psi^*$, corresponds to a stable subordinator of parameter $1 - \beta$, zero killing and drift terms; respectively, to a oscillating spectrally negative stable Lévy process with stability index $2 - \beta$, and so its Lévy measure is given by

$$\Pi^*(-\infty, -x) = \frac{\beta(1 - \beta)}{b\Gamma(1 + \beta)}x^{\beta - 2}, \quad x \geq 0.$$

Lastly, in the case $\alpha < \beta = 1$, the Laplace exponent of the parent process, $\psi$, is associated to the addition of a spectrally negative stable process with stability index $2 - \alpha$ plus an independent continuous Lévy process with no drift and Gaussian coefficient equal to $\sqrt{b}$. Its associated scale function is given by

$$W(x) = \frac{1}{b} \int_0^x E_{\alpha,1}(-at^{\alpha}/b)\,dt, \quad x \geq 0.$$
The respective conjugates are given by
\[ \phi^*(\theta) = \frac{\theta}{a \theta^{1-a} + b \theta}, \quad \psi^*(\theta) = \frac{\theta^2}{a \theta^{1-a} + b \theta}, \quad \theta \geq 0, \]
and
\[ W^*(x) = b + \frac{a x^\alpha}{\Gamma(1+\alpha)}, \quad x \geq 0. \]
The characteristics of conjugate parent process can be determined as in the other two parameter regimes but what is different is that it is a process with bounded variation since \( W^*(0) = d = b > 0 \).
To complete this example, observe that the change of measure introduced in Lemma 1 allows us to deal with the Bernstein function
\[ \phi(\theta) = k(\theta + m)^{\beta-a} + b(\theta + m)^\beta, \quad \theta \geq 0, \]
where \( m \geq 0 \) is a fixed parameter. In this case we get that there exists a spectrally negative Lévy process whose Laplace exponent is given by
\[ \psi(\theta) = k \theta(\theta + m)^{\beta-a} + b \theta(\theta + m)^\beta, \quad \theta \geq 0, \]
and its associated scale function is given by
\[ W(x) = \frac{1}{b} \int_0^x e^{-mt} t^{\beta-1} E_{\alpha,\beta}(-at^{a}/b) dt, \quad x \geq 0. \]
The respective conjugates can be obtained explicitly but we omit the details given that the expressions found are too involved.
As in the Example 2, the degree of generality on which this example has been developed allows us to provide another example of the technique developed in Section 4. For \( m, a, b > 0, 0 < \alpha \leq \beta \leq 1, \)
there exists a parent process drifting to \(-\infty\) and with Laplace exponent
\[ \Psi(\theta) = (\theta - m) \left( a \theta^{\beta-a} + b \theta^\beta \right), \quad \theta \geq 0. \]
It follows from the previous calculations that the scale function associated to the parent process with Laplace exponent \( \Psi \) is given by
\[ W(x) = \frac{e^{m x}}{b} \int_0^x e^{-mt} t^{\beta-1} E_{\alpha,\beta}(-a t^{a}/b) dt, \quad x \geq 0. \]
Finally observe that the function defined in (23) is a completely monotone function, which would have allowed us to present this example performing the construction indicated in Remark 3 in Section 5.

**Example 4**

Let \( \alpha \in (0, 1), \kappa > 0, d \geq 0, c > 0 \) and \( \phi \) be the Bernstein function defined by
\[ \phi(\theta) = \kappa + d \theta + c \theta^\alpha, \quad \theta \geq 0. \]
(Although the case $d = 0$ has been treated in Example 3 we include it here again because a different approach is proposed.) That is, $\phi$ is the Laplace exponent of a subordinator which is a $\alpha$-stable subordinator with drift $d$ killed at rate $\kappa$. In this case

$$\psi(\theta) = \kappa \theta + d \theta^2 + c \theta^{1+\alpha}, \quad \theta \geq 0,$$

so that the parent Lévy process associated to $\phi$ drifts to $\infty$ and is the sum of an independent Gaussian process with drift and a $(1+\alpha)$-stable process. Given that the Lévy measure of $\phi$ has a density which is completely monotone it follows that its potential measure on $(0,\infty)$ has a density which is completely monotone, which we will next describe. Let $X$ be an $\alpha$-stable subordinator, $e_\kappa$ be an exponential random variable of parameter $\kappa$, and assume that $X$ and $e_\kappa$ are independent. Observe that the random variable $Z = e_\kappa^{1/\alpha} X + de_\kappa$ has a density and its Laplace transform has the form

$$\mathbb{E}(e^{-\theta Z}) = \frac{\kappa}{\phi(\theta)}, \quad \theta \geq 0.$$ 

It follows that the scale function, $W$, associated to $\phi$ has density given by $W'(x) = h_Z(x)/\kappa$ where $h_Z$ is the density of $Z$. Recall that by the self-similarity of $X$, $X_\kappa^{\text{law}} = c^{1/\alpha} X_1$. Hence, if $d > 0$ we can write the latter density in terms of the density of $X_1$, say $p_\alpha$. In the case where $d = 0$, we can use the fact that the Laplace transform of $X_1^{-\alpha}$ is given in terms of the Mittag-Leffler function to describe the density of $Z$. Indeed, we have that

$$h_Z(x) = \begin{cases} \frac{\kappa}{c} \int_0^{xc/d} e^{-\frac{d}{s}} p_\alpha \left( \frac{x - \frac{d}{s}}{\sqrt[\alpha]{s}} \right) ds, & \text{if } d > 0, \quad x > 0, \\ (-1)^{d-1} \frac{d}{dx} E_{\alpha,1} \left( \frac{-\kappa x^n}{c} \right) = \frac{\kappa}{c} x^{\alpha n - 1} E_{\alpha,\alpha} \left( \frac{-\kappa x^n}{c} \right), & \text{if } d = 0, \end{cases}$$

An expression for the density $p_\alpha$ in series form can be found in equation (14.31) of Sato [54]. It follows that the scale function associated to the spectrally negative Lévy process with Laplace exponent $\psi$ is given by $\mathbb{P}(Z \leq x)/\kappa$. That is to say

$$W(x) = \begin{cases} \frac{c}{\kappa} \left( 1 - e^{-\kappa x/d} \right) + \frac{c}{d} e^{-\kappa x/d} \int_0^x e^{du/d} \mathbb{P}(X_1 > u) du, & \text{if } d > 0, \\ \frac{1}{\kappa} \left( 1 - E_{\alpha,1} \left( \frac{-\kappa x^n}{c} \right) \right), & \text{if } d = 0, \end{cases} \quad (25)$$

for $x \geq 0$. The conjugate Laplace exponent $\phi^\ast$ has zero drift and killing terms and its Lévy measure is described by $\mathcal{T}^\ast(x, \infty) = W'(x), \quad x > 0$, the conjugate parent process oscillates and has Laplace exponent given by

$$\psi^\ast(\theta) = \frac{\theta^2}{\kappa + d d \theta + c d \theta^a}, \quad \theta \geq 0.$$

Finally, the conjugate scale function is given by

$$W^\ast(x) = d + \kappa x + \frac{c}{\Gamma(2 - \alpha)} x^{1-a}, \quad x \geq 0.$$ 

In the sequel fix $\gamma, c > 0$, $d, \kappa \geq 0$, $\alpha \in (0, 1)$. We would like to determine the scale function associated to the Bernstein function

$$\phi_\gamma(\theta) = \kappa + d \theta + c(\theta + \gamma)^\alpha - c\gamma^\alpha, \quad \theta \geq 0. \quad (26)$$
To that end assume first that $\kappa > d\gamma + c\gamma^\alpha$, and then observe that
\[ \phi_\gamma(\theta) = \phi(\theta + \gamma), \quad \theta \geq 0, \]
where $\phi$ has the form \[24\] with killing term $\kappa - d\gamma - c\gamma^\alpha$. Note that $\phi_\gamma$ is the Laplace exponent of the subordinator with killing term $\kappa$, drift term $d$ and Lévy measure $\gamma$
\[
\gamma(d\xi) = \frac{\alpha e^{-\gamma\xi}}{\Gamma(1 - \alpha)\xi^{1 + \alpha}} d\xi, \quad \xi > 0.
\]
Note the density given above is the product of completely monotone functions and hence is itself completely monotone thus making $\phi_\gamma$ a complete Bernstein function. The associated scale function, $W_\gamma$, has a density in $(0, \infty)$ which is given by $W_\gamma(x) = e^{-\gamma x} W'(x)$. It follows from \[25\] and the fact that $d^*_\gamma = \lim_{\theta \to \infty} 1/\phi_\gamma(\theta) = 0, \kappa^* = \lim_{\theta \to 0} \phi^*_\gamma(\theta) = \lim_{\theta \to 0} \theta/\phi(\theta) = 0$,
\[
W_\gamma(x) = \begin{cases}
\frac{\alpha}{\gamma^\alpha} \int_0^x e^{-\gamma y} \left( \int_0^{y/cd} e^{-\kappa y - c\gamma^\alpha} p_a \left( \frac{y-x}{s^{1/a}} \right) \frac{ds}{s^{1/a}} \right) dy, & \text{if } d > 0, \\
\frac{\alpha}{\gamma^\alpha} \int_0^x e^{-\gamma y} y^{a-1} E_{a,a} \left( -\frac{(\kappa - d\gamma^\alpha)}{\gamma} y^\alpha \right) dy, & \text{if } d = 0,
\end{cases}
\]
for $x \geq 0$. These also give some insight about the form of the scale function for any value of $\kappa, \gamma, c > 0$. Indeed, integrating directly in the case $d > 0$, and term by term in the case $d = 0$, it is easily seen that for any $\kappa, c > 0$, and $\gamma \geq 0$ the function
\[
\frac{1}{\gamma^\alpha} \int_0^x e^{-\gamma y} \left( \int_0^{y/cd} e^{-\kappa y - c\gamma^\alpha} p_a \left( \frac{y-x}{s^{1/a}} \right) \frac{ds}{s^{1/a}} \right) dy, \quad \text{if } d > 0, \\
\frac{1}{\gamma^\alpha} \int_0^x e^{-\gamma y} y^{a-1} E_{a,a} \left( -\frac{(\kappa - d\gamma^\alpha)}{\gamma} y^\alpha \right), \quad \text{if } d = 0,
\]
has Laplace transform $1/\phi_\gamma(\theta)$, with $\phi_\gamma$ as defined in \[26\]. So, for any $\alpha \in (0, 1), \kappa, c, \gamma > 0, d \geq 0$, the scale function associated to $\phi_\gamma$ is given by \[27\].

On account of the continuity theorem of Laplace transforms, the scale function $W$ is continuous in the Lévy triple $(\kappa, d, \gamma)$. For this reason, when $d = 0$, taking further $\kappa \downarrow 0$, we recover from \[27\]
\[
W_\gamma(x) = \frac{1}{c} \int_0^x e^{-\gamma y} y^{a-1} E_{a,a}(\gamma^\alpha y^\alpha) dy
\]
which is one of the scale functions found in \[28\].

The conjugate scale function $W^*_\gamma$ is easily computed taking account of the Lévy triple associated with $\phi_\gamma$ to be
\[
W^*_\gamma(x) = d + \kappa x + \frac{c\alpha}{\Gamma(1 - \alpha)} \int_0^x \left\{ \int_0^\infty e^{-\gamma z} z^{1+a} dz \right\} dy
\]
Observe that taking $c = \lambda/\alpha$ in the definition of $\phi_\gamma$, in \[26\], and making $\alpha$ tend to 0, we get that
\[
\lim_{\alpha \to 0} \left( \kappa + d\theta + \frac{\lambda}{\alpha} ((\theta + \gamma)^{a} - \gamma^a) \right) = k + d\theta + \lambda \log \left( 1 + \frac{\theta}{\gamma} \right), \quad \theta \geq 0.
\]
So, by the continuity of Laplace transforms it follows that the scale function $W_\gamma$ converges as $\alpha \to 0$ to the scale function corresponding to the Bernstein function $k + d\theta + \lambda \log \left(1 + \frac{\theta}{\gamma}\right)$, which is studied in the case $\kappa = 0 = d$, $\gamma = 1$, in the forthcoming Example 7.

A different approach to this example would start with the Bernstein function in (25), which by the second remark following Corollary [2] we know is the scale function associated to some spectrally negative Lévy process, and then determine its associated parent process, ladder height process and conjugates.

Example 5

Another example belonging to a related family of Bernstein functions to those of the previous example starts again with calculations found in [28]. We take

$$\phi(\theta) = \kappa + \lambda \left(1 - \frac{\gamma}{\gamma + \theta}\right)^\nu, \quad \theta \geq 0,$$

where $\kappa, \lambda > 0$. For this $\phi$ we also have $d = 0$ and

$$\Upsilon(dx) = \frac{\lambda \gamma^\nu}{\Gamma(\nu)} x^{\nu-1} e^{-\gamma x} dx, \quad x > 0,$$

where $\nu \in (0, 1)$ and $\gamma > 0$. Note that the assumption on $\nu$ ensures that $\Upsilon$ has a non-increasing density and hence $\phi$ may be used as a descending ladder height process. This Bernstein function is the Laplace exponent of a killed compound Poisson subordinator with Gamma distributed jumps. It can actually be seen as an extension to negative values for the parameter $\alpha$ in the definition of the Bernstein function considered in Example 5. It is also a complete Bernstein function on account of the fact that $\Upsilon$ has a completely monotone density. In [28] it was shown that

$$W(x) = \frac{1}{\lambda + \kappa} + \frac{\rho \gamma^\nu}{\lambda + \kappa} \int_0^x e^{-\gamma y} y^{\nu-1} E_{\nu,Y}(\rho \gamma^\nu y^\nu) dy$$

where $\rho = \lambda/(\lambda + \kappa)$.

Thanks to the fact that $\phi$ is a complete Bernstein function, its conjugate $\phi^*$ may also be used to construct a scale function. From the above description of $W$ one establishes in a straightforward way that $\kappa^* = 0$, $d^* = 1/(\kappa + \lambda)$ and

$$\Upsilon^*(x, \infty) = \frac{\rho \gamma^\nu}{\lambda + \kappa} e^{-\gamma x} x^{\nu-1} E_{\nu,Y}(\rho \gamma^\nu x^\nu)$$

and so

$$W^*(x) = \kappa x + \frac{\lambda \gamma^\nu}{\Gamma(\nu)} \int_0^x \left\{ \int_y^\infty z^{\nu-1} e^{-\gamma z} dz \right\} dy.$$

It follows that the respective conjugate parent processes have Laplace exponents

$$\psi(\theta) = \kappa \theta + \lambda \theta \left(1 - \frac{\gamma}{\gamma + \theta}\right)^\nu$$

and

$$\psi^*(\theta) = \frac{\theta^2}{\kappa + \lambda \left(1 - \frac{\gamma}{\gamma + \theta}\right)^\nu}.$$
Moreover, the parent process associated with $\phi$ drifts to $\infty$, has no Gaussian component and jump measure satisfying
\[
\Pi(-\infty, -x) = \frac{\lambda \gamma^\nu}{\Gamma(\nu)} x^{\nu - 1} e^{-\gamma x}, \quad \text{for } x > 0.
\]
The conjugate parent process oscillates, has a Gaussian coefficient $\sigma^* = \sqrt{2/(\lambda + \kappa)}$ and its jump measure satisfies
\[
\mathcal{N}^*(-\infty, -y) = \frac{\rho \gamma^\nu}{\lambda + \kappa} e^{-\gamma x} x^{\nu - 1} E_{\nu,\nu}(\rho \gamma^\nu), \quad x > 0.
\]
Note that although it has been assumed that $\kappa > 0$, since both scale functions are continuous in their parameters through their Laplace transform, it follows that one may simply take limits as $\kappa \downarrow 0$ to include $\kappa = 0$ in the parameter ensemble. In the latter case, the parent process will oscillate as opposed to drifting to $\infty$.

**Example 6**

For $\alpha \in (0, 1], \lambda > 0$, now we take
\[
\phi(\theta) = \lambda \log(1 + \theta^\alpha), \quad \theta \geq 0.
\]

In the case that $\alpha = 1$, $\phi$ is the Laplace exponent of a Gamma subordinator. In the case that $\alpha \in (0, 1)$ this is the Laplace exponent of an $\alpha$-subordinator, subordinated by a Gamma subordinator. A subordinator with $\phi$ as Laplace exponent is usually called Linnik subordinator. For this Laplace exponent one may show that $\kappa = \alpha = 0$ and
\[
\mathcal{Y}(dx) = \alpha \lambda \frac{E_{\alpha,1}(-x)}{x} dx, \quad x > 0.
\]

Note that $\phi$ is a complete Bernstein function as soon as one recalls that $E_{\alpha,1}(-x)$ (cf. [50]) and $1/x$ are completely monotone and that the product of completely monotone functions is completely monotone. The scale function associated with $\phi$ is unknown. None the less, from the discussion in Section 5 we see that the conjugate $\phi^*$ has a Lévy measure $\mathcal{Y}^*$ which is absolutely continuous with non-increasing density. Hence it follows from Corollary 1 that there exists a spectrally negative Lévy process with Laplace exponent $\psi^*(\theta) = \frac{\theta^2}{\lambda \log(1 + \theta^\alpha)}$, $\theta \geq 0$.

whose associated scale function is
\[
W^*(x) = \alpha \lambda \int_0^x \left\{ \int_y^\infty \frac{E_{\alpha,1}(-z)}{z} dz \right\} dy, \quad x \geq 0.
\]

It was shown in Hubalek and Kyprianou [28] that for the case $\alpha = 1$
\[
W(x) = \lambda \int_0^x e^{-y} \left( \int_0^\infty \frac{y^{t-1}}{\Gamma(t)} dy \right) dy, \quad x \geq 0.
\]
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It follows from the latter that $d^\ast = 0$. Since $\phi^\ast(\theta) = \theta/\lambda \log(1 + \theta)$, an easy limit as $\theta \downarrow 0$ shows that $\kappa^\ast = 1$ and hence from the expression given for $W$

$$
\Gamma^\ast(x, \infty) = \lambda e^{-x} \int_0^\infty x^{t-1} \Gamma(t) \frac{dt}{t} - 1, \quad x > 0.
$$

It now follows that the conjugate parent process drifts to $\infty$, has no Gaussian component and, formally, Theorem I tells us that $\Pi^\ast$ satisfies

$$
\int_x^\infty \Pi^\ast(-\infty, -y) dy = \lambda e^{-x} \int_0^\infty \frac{x^{t-1}}{\Gamma(t)} dt, \quad x > 0.
$$
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