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#### Abstract

In this work, a new similarity measure between images is presented, which is based on the concept of predictability of random variables evaluated through kernel functions. Image registration is achieved maximizing this measure, analogously to registration methods based on entropy, like mutual information and normalized mutual information. Compared experimentally with these methods in different problems, our proposal exhibits a more robust performance specially for problems involving large transformations and in cases where the registration is done using a small number of samples, such as in nonparametric registration.
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## 1. Introduction

Due to its wide range of applications, image registration is a problem that has been largely explored (see $[8,17,12]$ and references contained there in). It has become a fundamental task in many important fields such as robot vision and medical image processing, among others. Given a source and a reference image, represented by $I_{S}$ and $I_{R}$, respectively, the registration problem consists in finding a transformation $T$ that applied to $I_{S}$ aligns it spatially to $I_{R}$. Different approaches can be followed to solve the problem; many of them are based on the assumption that the intensity of every point $x$ in the image $I_{R}$ is conserved in image $I_{S}$ but at a different spatial position $T(x)$. This means that the equality $I_{S}[T(x)]=I_{R}(x)$ holds for every point in $I_{R}$ (known as the Optical Flow Constraint), and there is a huge number of registration methods based on it [11,16,21,22,2].

[^0]Hereafter, we denote by $I_{T}$ the transformed source image, that is $I_{S}[T(x)]=I_{T}(x)$.

The optical flow constraint is not always applicable, for example, when registering medical images obtained from different modalities. For this case, registration by the maximization of Mutual Information (MI) has been widely used because it does not assume a functional relationship between the intensities of the images; instead, it is based on the fact that if aligned, the maximal dependency (information) between the intensities is found.

Given two images, $I_{T}$ and $I_{R}$, their mutual information is defined as:
$M I\left(I_{T}, I_{R}\right)=H\left(I_{T}\right)+H\left(I_{R}\right)-H\left(I_{T}, I_{R}\right)$
where $H$ is the entropy function of the image intensities. If the space of intensity values is discrete, then the entropy function is written as:
$H(I)=-\sum_{i} p_{i} \log p_{i}$
where $p_{i}$ is the probability to observe the intensity value $i$; and in case of a continuous space, the entropy is defined as:
$H(I)=-\int_{-\infty}^{\infty} p(i) \log [p(i)] \mathrm{d} i$.

The first applications of $M I$ to the image registration problem, were published simultaneously by Viola et al. [23] and Collignon et al. [3], both in the middle of the last decade. Since then, a great number of publications has appeared extending the initial work to problems like nonparametric multimodal image registration [10,4], registration of stereoscopic pairs [7,13] or feature tracking in images [5].

In general, methods based on the maximization of $M I$, start with an initial transformation $T^{0}$, leading to a $M I$ value $M I^{0}$, and using a proper optimization method, a sequence of transformations is generated in such a way that the associated MI is increased until convergence. During the optimization process, the increments in $M I$ are calculated with the expression:
$\Delta M I=\Delta H\left(I_{T}\right)+\Delta H\left(I_{R}\right)-\Delta H\left(I_{T}, I_{R}\right)$.
If the discrete version of the entropy (2) is considered, this is a function of the entries of the probability vector; hence, using a Taylor series expansion, a linear approximation for the increment in entropy is given by:
$\Delta H=-\sum_{i}\left[1+\log p_{i}\right] \Delta p_{i}$.
Because the coefficient $\left[1+\log p_{i}\right]$ is large for small probability values, this increment is highly determined by small features in the images to be registered (which are generally associated with small probability values). This can trap the registration algorithm in local optima when aligning small features, particularly if the small probabilities are not accurately computed. This makes it difficult to apply $M I$ in cases where only a limited sampling is available, for example when measuring entropy at a local level in images, which is important in interesting problems like nonparametric image registration, and in the segmentation of motion between frames, where local measurements must be taken in order to learn the local motion models and to have enough spatial definition at the motion interfaces.

Another problem related to the application of MI, occurs when working with images with a large background compared to the region of interest, as frequently happens in medical image problems. Under this circumstance the sum of the marginal entropies can become larger than the joint entropy, leading to an increase of $M I$, instead of decreasing it in misregistration. Studholme et al. [20] proposed the use of a normalized version of the MI to overcome this disadvantage. This measure is known as Normalized Mutual Information (NMI):
$N M I\left(I_{T}, I_{R}\right)=\frac{H\left(I_{T}\right)+H\left(I_{R}\right)}{H\left(I_{T}, I_{R}\right)}$.
In this work we propose a new criteria for the registration of images with different intensity structure (e.g., medical images in different modalities) which uses a new predictability measure for probability distributions, which we call Kernel-Predictability ( $K P$ ). $K P$, evaluated in the marginal and joint distributions of two images,
is integrated in a similarity measure between images, normalized as (4), and applied to the registration problem. Unlike entropy, the increment of this measure when updated by an iterative optimization method, is mostly determined by the larger entries of the probability vector, which is reflected in a higher robustness in problems where only limited sampling is available. Our proposal is discussed in Sections 2 and 3, and in Section 4 its performance in image registration problems is compared to that obtained under maximization of $M I$ and $N M I$. The experimental results show that an important reduction in registration errors is obtained by the use of our method compared to $M I$ and NMI.

## 2. Kernel-predictability

In order to introduce our predictability measure for a given distribution $F$, consider the following guessing game: someone generates a value $x_{1}$ from $F$ and we guess $x_{1}$ by generating (independently) another value $x_{2}$ from $F$. We denote by $K\left(x_{1}, x_{2}\right)$ the obtained reward. Repeating this game, we can define the average reward $E\left[K\left(X_{1}, X_{2}\right)\right]$. We suppose that the reward function favors guesses close to the true value, i.e., $K$ is a decreasing function of the distance between $x_{1}$ and $x_{2}$. Under this assumption it is clear that the less uncertainty is contained in $F$, the higher will be the average reward.

The above motivates the following measure for a given distribution $F$ :
$K P(F)=E\left[K\left(X_{1}, X_{2}\right)\right]=\int_{R^{d}} \int_{R^{d}} K\left(x_{1}, x_{2}\right) \mathrm{d} F\left(x_{1}\right) \mathrm{d} F\left(x_{2}\right)$.
This functional measures the predictability of the random variables distributed according to $F$, weighted by the kernel function $K$, and we denominate it kernel-predictability. It should be noted that $K P$ is a predictability measure, so it behaves in an inverse way compared to entropy, which is an uncertainty measure.

For the discrete case, this becomes:
$K P(\mathbf{p})=\sum_{i} \sum_{j} K_{i j} p_{i} p_{j}=\mathbf{p}^{\mathrm{T}} \mathbf{K} \mathbf{p}$
where the entry $(i, j)$ of the matrix $\mathbf{K}$ equals the reward given for guessing the value $x_{i}$ when the generated value was $x_{j}$, i.e., $K_{i j}=K\left(x_{i}, x_{j}\right)$. In the past, some measures have been presented that are apparently similar to our proposal. However an important difference must be noted. In [25], a functional like (5) is used to compute the expected distance between two groups of images. In [24,19], similarity measures between images are presented that can be confused with one of the estimators for (5) (discussed below). However, these three measures are evaluated over two different distributions, in contrast to (5), which takes only one distribution for its argument and therefore represents a property of the underlying distribution, such as its entropy or its variance.

We can measure the increment in kernel-predictability, which may be associated to the optimization process as:
$\Delta K P=2 \sum_{i}\left(\sum_{j} K_{i j} p_{j}\right) \Delta p_{i}$.
Note that the increment for every element of the probability vector, $p_{i}$, is multiplied by the coefficient $\left(\sum_{j} K_{i j} p_{j}\right)$; this coefficient equals the $i$ th element of the vector generated by the product of the matrix $\mathbf{K}$ with the distribution vector $\mathbf{p}$. This product just smooths the probability vector $\mathbf{p}$ if we assume that the closer $K_{i j}$ is to the main diagonal, the higher its value. Consequently, $\left(\sum_{i} K_{i j} p_{j}\right)$ is larger for large $p_{i}$ values, and the increment in $K P$ is mainly determined by the larger entries of the probability vector, and for that reason, by the most important features in the images to be registered. This is an important difference with respect to entropy.

### 2.1. Kernel-predictability with Gaussian kernels

Many choices for $K$ are possible; a natural one is the Gaussian kernel, which is defined as:
$K\left(x_{1}, x_{2}\right)=\frac{1}{\left(2 \pi \sigma^{2}\right)^{d / 2}} \exp \left(-\frac{\left\|x_{1}-x_{2}\right\|^{2}}{2 \sigma^{2}}\right)$
where $d$ is the dimension of the distribution and $\sigma$ a free parameter.

For an arbitrary continuous distribution $F$, one can build a nonparametric approximation of its density by means of gaussian windows [6], centered over a set of points $\left\{a_{i}\right\}$ (e.g., independent samples obtained from $F$ ):
$f_{X}(x)=\frac{1}{N} \sum_{i=1}^{N} f_{a_{i}, \sigma_{2}}(x)$
where $f_{a_{i}, \sigma_{2}}(x)$ is the multivariate Gaussian density, $\mathcal{N}\left(a_{i}, \sigma_{2}^{2} \mathbf{I}\right)$, with a $d \times d$ covariance matrix $\sigma_{2}^{2} \mathbf{I}$. Moreover, if one uses a multivariate Gaussian kernel to measure $K P(F)$, using the fact that a convolution of two Gaussians is another Gaussian, one can show that:

$$
\begin{align*}
K P(F)= & \frac{1}{N\left(2 \pi\left(\sigma^{2}+2 \sigma_{2}^{2}\right)^{d / 2}\right.} \\
& \times \sum_{i} \sum_{j} \exp \left(-\left\|a_{i}-a_{j}\right\|^{2} / 2\left(\sigma^{2}+2 \sigma_{2}^{2}\right)\right) \tag{9}
\end{align*}
$$

Note that the higher the spread of the points $\left\{a_{i}\right\}$ in the distribution, the lower will be its $K P$ value. The maximum is reached when all the points in the set $\left\{a_{i}\right\}$ are equal, which represents a single Gaussian distribution. In this case, the value of $K P$ is inversely proportional to the variance $\sigma_{2}$ of this distribution, which implies that the maximum value of $K P$ will be reached when $\sigma_{2}$ is equal to zero, i.e., if one has a degenerate random variable that can only take one fixed value. Note that this will be true for the discrete case and for an arbitrary kernel as well, provided that the elements on the main diagonal of the matrix $\mathbf{K}$ contain the maximal reward value, say $K_{M}$ (given for an exact prediction). This follows from the next inequality:

$$
K P(\mathbf{p})=\sum_{i} \sum_{j} K_{i j} p_{i} p_{j} \leqslant K_{M} \sum_{i} \sum_{j} p_{i} p_{j}=K_{M}
$$

and from the fact that $K_{M}$ is the value obtained for such degenerate random variables.

One important difference of $K P$ with respect to entropy also follows from Eq. (9) and is illustrated in Fig. 1. If we move the Gaussian window centered over $a_{1}$ towards $a_{1}^{*}$, i.e., if we move a portion of the mass of the distribution to a position where there is practically no overlap with the original distribution, $K P$ will be reduced, since the spread of the set $\left\{a_{i}\right\}$ will increase, and the entropy will increase. However, if one moves $a_{1}$ to a point $a_{1}^{* *}$ which is farther to the right, $K P$ will be reduced even more, but the entropy will remain practically constant. This property of the entropy is not an advantage when applied in problems like image registration where the quality of a spatial transformation is measured by the narrowness of the joint distribution of gray tones between a pair of images; in this case, the gradient of $K P$ will contain more information about the location of the optimal transformation.

Constructing the matrix $\mathbf{K}$ in (6) according to the Gaussian kernel (ignoring the normalizing constant for simplic-


Fig. 1. Moving the gaussian window centered over $a_{1}$ towards $a_{1}^{*}$ will reduce entropy and $K P$. Moving $a_{1}$ further to the right will reduce even more $K P$, while entropy remains constant.
ity), generates two interesting cases when evaluating the kernel at extreme values of the amplitude parameter $\sigma$. In the first case the Gaussian kernel can be approximated by the Kronecker delta for very small values of $\sigma$ in the following way:
$G\left(x_{i}, x_{j}\right)=\delta_{i j}= \begin{cases}1 & \text { if } x_{i}=x_{j} \\ 0 & \text { otherwise } .\end{cases}$
for this case, $\operatorname{KP}(\mathbf{p})=1-\operatorname{Gini}(\mathbf{p})$, where $\operatorname{Gini}$ is the well known Gini entropy of Machine Learning [9]. The Gini entropy is maximized, and the associated $K P$ minimized, under the uniform distribution.

For large values of $\sigma$ the Gaussian kernel can be approximated by:
$G_{\sigma}\left(x_{1}, x_{2}\right) \approx 1-\frac{\left\|x_{1}-x_{2}\right\|^{2}}{2 \sigma^{2}}$
and for this case, $K P(\mathbf{p}) \approx 1-\frac{\left.\sum_{i} \operatorname{Var}(X)_{i}\right]}{\sigma^{2}}$, where $\operatorname{Var}\left[(X)_{i}\right]$ is the variance of the $i$ th element of the multivariate random variable $X$. It can be shown that for univariate distributions with finite domain over the interval $[a, b]$, the distribution with maximal variance, and hence minimal associated $K P$, has a density equally concentrated on its two extreme values, $a$ and $b$.

Random variables with uniform distribution are more difficult to predict than variables that take only two different values with the same probability, thus we prefer $K P$ to behave in a way similar to the Gini entropy; for this reason we choose small values for the width of the Gaussian kernel; in practice for univariate random variables we take $\sigma$ around $2-10 \%$ of their range.

### 2.2. Estimation of the kernel-predictability

The expression (5) is a regular statistical functional of degree two (two refers to the number of arguments of $K$ ), and for its estimation three different approaches are available in the literature $[14,15]$. The estimators are always based on a sampling set composed by $n$ independent and identically distributed random variables, $\mathbf{X}=\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$, with $X_{i} \sim F, \forall i$; and are defined as:
$\widehat{K P}^{1}=\frac{2}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} K\left(X_{i}, X_{j}\right)$
$\widehat{K P}^{2}=\frac{4}{n^{2}} \sum_{i=1}^{n / 2} \sum_{j=n / 2+1}^{n} K\left(X_{i}, X_{j}\right)$
$\widehat{K P^{3}}=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} K\left(X_{i}, X_{j}\right)$.
For the estimator $\widehat{K P}{ }^{1}$, the kernel is evaluated over all different pairs of variables in $\mathbf{X}$; in $\widehat{K P}{ }^{2}$, the set $\mathbf{X}$ is divided in two subsets and the kernel is evaluated at each pair formed by taking one variable from the first set and other variable from the second one; finally, in the third estimator, $\widehat{K P}^{3}$, the kernel is evaluated in all possible pairs of variables,
as with estimator $\widehat{K P}^{1}$, but it adds the evaluations where the first and second variable coincide. The first two estimators are unbiased. If the kernel $K$ is symmetric then $\widehat{K P^{1}}$ has the minimal variance among all the unbiased estimators, as shown in [14,15]; $\widehat{K P}^{2}$ has more variance than $\widehat{K P}{ }^{1}$ but has a lower computational cost; the estimator $\widehat{K P}^{3}$ has minimal variance among these three estimators, but is biased. When the sampling set is increased in size, the variances of these estimators tend to the same value and the bias of the estimator $\widehat{K P}{ }^{3}$ tends to zero.

## 3. Image registration with kernel-predictability

Application of $K P$ to the registration problem can be done considering the joint distribution of the intensities of the images $I_{R}$ and $I_{T}$, that is, $p\left(I_{R}, I_{T}\right)=p\left(\mathbf{I}_{J}(T)\right)$. The intuitive idea is that when $T=T^{*}$ (the correct aligning transformation), $p\left(\mathbf{I}_{J}\left(T^{*}\right)\right)$ should be more concentrated than $p\left(\mathbf{I}_{J}(T)\right)$ for $T \neq T^{*}$, and therefore, $K P\left[p\left(\mathbf{I}_{J}\left(T^{*}\right)\right)\right]>$ $K P\left[p\left(\mathbf{I}_{J}(T)\right)\right]$ for $T \neq T^{*}$. For example, if there exists a deterministic tone transfer function $\Phi$, between $I_{R}$ and $I_{T^{*}}, p\left(\mathbf{I}_{J}\left(T^{*}\right)\right)$ must be ordered along a ridge-like structure determined by $\Phi$ : in this case, the conditional density $p\left(I_{T^{*}} I_{R}=i\right)=\delta\left(I_{T^{*}}-\Phi(i)\right)$, and any other transformation must redistribute the conditional density at different tone values. It is not enough, however, to consider only the $K P$ evaluated over the joint distribution of $I_{R}$ and $I_{T}$, because, for example, it can be maximized under transformations that assign all points in the image $I_{S}$ to a single point in $I_{R}$. Restriction over the solution space can be considered normalizing the joint $K P$, in a way similar to what is done for mutual information [20]. We propose the next similarity measure between images based on $K P$ :
$S K P\left(I_{T}, I_{R}\right)=\frac{K P\left[p\left(\mathbf{I}_{J}\right)\right]}{K P\left[p\left(I_{T}\right)\right]+K P\left[p\left(I_{R}\right)\right]}$.
This similarity measure makes a comparison between the predictability of the joint distribution and that of the marginal distributions for the images $I_{T}$ and $I_{R}$. An upper bound for $S K P$ in the discrete case is derived in Appendix A. For the particular case where the kernel $K$ used for the evaluation of $K P$ is the Kronecker delta, it is possible to show rigorously that SKP reaches its global maximum for $T=T^{*}$ (see Appendix A). This kernel, however, is not appropriate for practical computations, because in this case the gradient of SKP has very little information about the location of its maximum. In general, at least a local maximum of SKP is obtained for Gaussian kernels as well; to see this, note that for $T$ different, but close to $T^{*}, K P\left[p\left(I_{T}\right)\right]+K P\left[p\left(I_{R}\right)\right] \approx K P\left[p\left(I_{T^{*}}\right)\right]+K P\left[p\left(I_{R}\right)\right] \quad$ and $K P\left[p\left(\mathbf{I}_{J}\left(T^{*}\right)\right)\right]>K P\left[p\left(\mathbf{I}_{J}(T)\right)\right]$, since $p\left(\mathbf{I}_{J}(T)\right)$ is less concentrated than $p\left(\mathbf{I}_{J}\left(T^{*}\right)\right)$ (see Eq. (9) and discussion above). In practice, this condition holds also for smooth kernels, for which $K P$ behaves very much like the Gaussian case (see Section 2.1).

Registration of the images $I_{S}$ and $I_{R}$ is done by searching for the transformation $T$ which maximizes the $S K P$ value
between the corresponding $I_{T}$ image and $I_{R}$. The transformation can be classified as parametric or nonparametric; for each case, a different registration strategy must be followed as detailed below. Assuming it is clear from the context for which images the similarity measure is evaluated, we will write $\operatorname{SKP}(T)$ instead of the expression $\operatorname{SKP}\left(I_{T}, I_{R}\right)$.

### 3.1. Parametric registration

Suppose the transformation $T$ is determined by a vector of $m$ real parameters, $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$, and $m$ is considerably smaller than the total number of points in the images to be registered; in this case, we write $T(x ; \mathbf{a})$ instead of $T(x)$ (e.g., when registering images under affine or projective transformations). For ease of notation, the intensity values associated to an arbitrary sampled coordinate $X_{i}$, can be abbreviated with the expressions: $I_{R}^{i}=I_{R}\left(X_{i}\right)$, $I_{T}^{i}=I_{S}\left[T\left(X_{i} ; \mathbf{a}\right)\right]$, and $\mathbf{I}_{J}^{i}=\left(I_{T}^{i}, I_{R}^{i}\right)$. Then, an approximation to (15) using the estimator (13) can be written in the following way:
$\widehat{S K P}[T(\mathbf{a})]=\frac{\widehat{K P}_{J}[T(\mathbf{a})]}{\widehat{K P}_{T}[T(\mathbf{a})]+\widehat{K P}_{R}}$
with

$$
\begin{aligned}
& \widehat{K P}_{J}[T(\mathbf{a})]=\sum_{i=1}^{n / 2} \sum_{j=n / 2+1}^{n} K_{\sigma_{J}}\left(\mathbf{I}_{J}^{i}, \mathbf{I}_{J}^{j}\right) \\
& \widehat{K P}_{T}[T(\mathbf{a})]=\sum_{i=1}^{n / 2} \sum_{j=n / 2+1}^{n} K_{\sigma_{M}}\left(I_{T}^{i}, I_{T}^{j}\right) \\
& \widehat{K P}_{R}=\sum_{i=1}^{n / 2} \sum_{j=n / 2+1}^{n} K_{\sigma_{M}}\left(I_{R}^{i}, I_{R}^{j}\right),
\end{aligned}
$$

$K_{\sigma_{J}}$ is the kernel employed to measure the predictability of the joint distribution of $I_{T}$ and $I_{R}$, and $K_{\sigma_{M}}$ for the marginal distributions of $I_{T}$ and $I_{R}$. Note that the constant coefficient in the estimators can be ignored due to normalization.

For example, if Gaussian kernels are used (ignoring the normalizing constants), then:
$K_{\sigma_{J}}\left(\mathbf{I}_{J}^{i}, \mathbf{I}_{J}^{j}\right)=G_{\sigma_{J}}\left(\mathbf{I}_{J}^{i}, \mathbf{I}_{J}^{j}\right)=\exp \left\{-\frac{\left\|\mathbf{I}_{J}^{i}-\mathbf{I}_{J}^{j}\right\|^{2}}{2 \sigma_{J}^{2}}\right\}$
$K_{\sigma_{M}}\left(I^{i}, I^{j}\right)=G_{\sigma_{M}}\left(I^{i}, I^{j}\right)=\exp \left\{-\frac{\left(I^{i}-I^{j}\right)^{2}}{2 \sigma_{M}^{2}}\right\}$.
The maximization can be done using stochastic gradient ascent, starting with an initial transformation defined by the vector $\mathbf{a}^{0}$ and actualizing it with the relation:
$\mathbf{a}^{t+1}=\mathbf{a}^{t}+\lambda \nabla_{\mathbf{a}} \widehat{S K P}\left[T\left(\mathbf{a}^{t}\right)\right]$
with:

$$
\begin{align*}
\nabla_{\mathbf{a}} \widehat{S K P}\left[T\left(\mathbf{a}^{t}\right)\right]= & \frac{1}{\widehat{K P}_{T}\left[T\left(\mathbf{a}^{t}\right)\right]+\widehat{K P}_{R}} \nabla_{\mathbf{a}} \widehat{K P}_{J}\left[T\left(\mathbf{a}^{t}\right)\right] \\
& -\frac{\widehat{K P}_{J}\left[T\left(\mathbf{a}^{t}\right)\right]}{\left(\widehat{K P}_{T}\left[T\left(\mathbf{a}^{t}\right)\right]+\widehat{K P_{R}}\right)^{2}} \nabla_{\mathbf{a}} \widehat{K P_{T}}\left[T\left(\mathbf{a}^{t}\right)\right] \tag{19}
\end{align*}
$$

and in particular, when using the kernels (17) and (18), these gradients become:

$$
\begin{aligned}
& \nabla_{\mathbf{a}} \widehat{K P}_{J}\left[T\left(\mathbf{a}^{t}\right)\right]=-\frac{1}{\sigma_{J}^{2}} \sum_{i=1}^{n / 2} \sum_{j=n / 2+1}^{n} G_{\sigma_{J}}\left(\mathbf{I}_{J}^{i}, \mathbf{I}_{J}^{j}\right)\left(I_{T}^{i}-I_{T}^{j}\right)\left(\nabla_{\mathbf{a}} I_{T}^{i}-\nabla_{\mathbf{a}} I_{T}^{j}\right) \\
& \nabla_{\mathbf{a}} \widehat{K P}_{T}\left[T\left(\mathbf{a}^{t}\right)\right]=-\frac{1}{\sigma_{M}^{2}} \sum_{i=1}^{n / 2} \sum_{j=n / 2+1}^{n} G_{\sigma_{M}}\left(I_{T}^{i}, I_{T}^{j}\right)\left(I_{T}^{i}-I_{T}^{j}\right)\left(\nabla_{\mathbf{a}} I_{T}^{i}-\nabla_{\mathbf{a}} I_{T}^{j}\right) .
\end{aligned}
$$

The gradient can be estimated using a different sampling set for every iteration, giving a stochastic behavior to the gradient ascent (as is proposed in [23]) which allows the optimization procedure to escape from local optima; in this sense the use of the estimator (13) is more suitable due to the fact that its higher variance introduces an additional stochastic component. Besides it has the lowest computational cost among the three options.

When working with large transformations, the part of the image $I_{R}$ in the overlapping region between the two images can vary with $T$, and the gradient of the similarity must consider this variation. Unfortunately there is no explicit dependence of $I_{R}$ on the transformation; therefore one must approximate the gradient of the similarity by finite differences. The partial derivative of (16) with respect to any parameter $a_{i}$ can be evaluated with centered finite differences as:

$$
\begin{equation*}
\frac{\partial \widehat{S K P}}{\partial a_{i}}\left[T\left(\mathbf{a}^{t}\right)\right] \approx \frac{\widehat{S K P}\left[T\left(\mathbf{a}^{t}+\epsilon_{i} \mathbf{e}_{i}\right)\right]-\widehat{S K P}\left[T\left(\mathbf{a}^{t}-\epsilon_{i} \mathbf{e}_{i}\right)\right]}{2 \epsilon_{i}}, \tag{20}
\end{equation*}
$$

where $\mathbf{e}_{i}$ is a vector with a one in the $i$ th component and zeros in the rest, and $\epsilon_{i}$ is a small real value. Using this approximation, the similarity must be evaluated twice for each parameter in the transformation and because every evaluation determines a different overlapping region between the images, in order to calculate accurately the gradient, the samples used for estimation must lie in the intersection of all overlapping regions.

The use of (20) for the gradient approximation is advantageous in the case of registrations with large transformations, where the variation of $I_{R}$ during the process is not negligible; otherwise one can ignore this variation and employ the simpler approach defined in (19). In this paper, the approximation (20) was employed for registration.

### 3.2. Nonparametric registration

To obtain a nonparametric (dense) field, the registration must find a different translation vector for each point in the
images; in this case, the transformation for every pixel is defined in the following way: $T\left(x_{i}\right)=x_{i}+u_{i}$, $i \in\{1, \ldots, N\}$. A large amount of sampling is necessary in order to estimate accurately the complete transformation field, $\mathbf{u}=\left\{u_{1}, \ldots, u_{N}\right\}$, and the registration by the maximization of our similarity measure can be prohibitive due to its quadratic cost over the sampling size. Instead of maximizing it globally, one can restrict its evaluation to a local level, focusing on a small region around each point in the images; then we can maximize the sum of the local similarities for every point $x$. For example, if we consider a small squared region defined by the window $W_{x}$ centered on the point $x$, then the local similarity will be a function only of the translation vectors associated to the points enclosed by $W_{x}$, that is the set $\mathbf{v}_{x}=\left\{u_{i} \mid i \in W_{x}\right\}$. Besides the reduction of the computational cost, evaluating the similarity at a local level can help to avoid the irregularities of the probability distributions of the intensities, which results from large spatial inhomogeneities in the intensity of the images. Also regularization of the field u must be considered. Therefore, for nonparametric registration, the minimization of the following energy is proposed, which is a combination of a data fidelity term, $E_{D}$, and a smoothness term, $E_{S}$ :
$E(\mathbf{u})=E_{D}(\mathbf{u})+\lambda E_{S}(\mathbf{u})$
where
$E_{D}(\mathbf{u})=\sum_{x}\left\{-\widehat{S K P}_{W_{x}}\left(\mathbf{v}_{x}\right)\right\}$
$E_{S}(\mathbf{u})=\sum_{x}\left\{\sum_{x^{\prime} \in N_{x}}\left\|u_{x}-u_{x^{\prime}}\right\|^{2}\right\}$
$\lambda$ is a constant which controls the smoothness of the field, and $N_{x}$ is a small neighborhood around the point $x$.

The local similarity is evaluated in the following way:

$$
\begin{align*}
\widehat{S K P}_{W_{x}}\left(\mathbf{v}_{x}\right) & =\frac{\widehat{K P_{J}}\left(\mathbf{v}_{x}\right)}{\widehat{K P_{T}}\left(\mathbf{v}_{x}\right)+\widehat{K P_{R}}(x)} \\
& =\frac{\sum_{i, j \in W_{x}} K_{\sigma_{J}}\left(\mathbf{I}_{J}^{i}, \mathbf{I}_{J}^{j}\right)}{\sum_{i, j \in W_{x}} K_{\sigma_{M}}\left(I_{T}^{i}, I_{T}^{j}\right)+\sum_{i, j \in W_{x}} K_{\sigma_{M}}\left(I_{R}^{i}, I_{R}^{j}\right)} \tag{23}
\end{align*}
$$

For this case $I_{T}^{i}=I_{S}\left(x_{i}+u_{i}\right)$. We have written the $\widehat{K P}_{R}$ value as a function of the centering point, $x$, in order to stress its local evaluation. Note that now the estimator (14) is being used; this is due to the fact that when working with small windows, only a few samples are available for the estimation of the similarities, and the smaller variance of (14) allows for a more accurate calculation of the field; the estimator (12) can be used as well with little difference in the results, but the use of estimator (13) should be avoided, mostly for very small windows (e.g., windows with $3 \times 3$ pixels).

The minimization is done by gradient descent. When using the Gaussian kernels (17) and (18), the partial deriv-
ative of the data fidelity term in Eq. (21) with respect to any translation vector $u_{l}$ is:
$\frac{\partial E_{D}}{\partial u_{l}}=2 \sum_{x: l \in W_{x}} \sum_{i \in W_{x}}\left\{\begin{array}{l}f_{J}(x) G_{\sigma_{J}}\left(\mathbf{I}_{J}^{l}, \mathbf{I}_{J}^{i}\right)- \\ f_{M}(x) G_{\sigma_{M}}\left(I_{T}^{l}, I_{T}^{i}\right)\end{array}\right\}\left(I_{T}^{l}-I_{T}^{i}\right) \nabla I_{S}\left(x_{l}+u_{l}\right)$
where: $\quad f_{J}(x)=\frac{1}{\sigma_{J}^{2}\left[\widehat{K P_{T}}\left(\mathbf{v}_{x}\right)+\widehat{K P_{R}}(x)\right]}, \quad f_{M}(x)=\frac{\widehat{K P_{J}}\left(\mathbf{v}_{x}\right)}{\sigma_{M}^{2}\left[\widehat{K P_{T}}\left(v_{x}\right)+K P_{R}(x)\right]^{2}}$, and $\nabla I_{S}\left(x_{l}+u_{l}\right)$ is the spatial gradient of the image $I_{S}$ evaluated at the point $\left(x_{l}+u_{l}\right)$. Note that the first sum runs over every window, $W_{x}$, containing the point $l$, and the second one runs over every point within the window $W_{x}$.

Finally, the gradient of the smoothness term is:
$\frac{\partial E_{S}}{\partial u_{l}}=4\left(\left|N_{l}\right| u_{l}-\sum_{l^{\prime} \in N_{l}} u_{l^{\prime}}\right)$.
Image registration by the use of (24) can be time consuming for large windows (e.g., $7 \times 7$ pixels or more). Supposing that a local kernel-predictability has been evaluated for a given point $x$ and for a fixed set of vectors $\mathbf{v}_{x}^{0}$, then it is possible to make an approximation to evaluate the ker-nel-predictability for a new set of vectors $\mathbf{v}_{x}$, making a linear approximation in Taylor series around $\mathbf{v}_{x}^{0}$ in the following way:
$\widehat{K P}\left(\mathbf{v}_{x}\right) \approx \widehat{K P}\left(\mathbf{v}_{x}^{0}\right)+\left(\mathbf{v}_{x}-\mathbf{v}_{x}^{0}\right)^{\mathrm{T}} \nabla_{\mathbf{v}} \widehat{K P}\left(\mathbf{v}_{x}^{0}\right)$.
Once the values of $\widehat{K P}\left(\mathbf{v}_{x}^{0}\right)$ and $\nabla_{\mathbf{v}} \widehat{K P}\left(\mathbf{v}_{x}^{0}\right)$ are evaluated, the approximation to the kernel-predictability is reduced from $|W|^{2}$ kernel evaluations, to the calculation of a product of two vectors containing $|W|$ elements without any kernel evaluation. Substituting the linearized approximations for $\widehat{K P}_{J}\left(\mathbf{v}_{x}\right)$ and $\widehat{K P}_{T}\left(\mathbf{v}_{x}\right)$ in (23), it can be rewritten as:

$$
\begin{equation*}
\widehat{S K P}_{W_{x}}\left(\mathbf{v}_{x}\right)=\frac{\widehat{K P}_{J}\left(\mathbf{v}_{x}^{0}\right)+\left(\mathbf{v}_{x}-\mathbf{v}_{\mathbf{x}}^{0}\right)^{\mathrm{T}} \nabla_{\mathbf{v}} \widehat{K P}_{J}\left(\mathbf{v}_{x}^{0}\right)}{\widehat{K P}_{T}\left(\mathbf{v}_{x}^{0}\right)+\left(\mathbf{v}_{x}-\mathbf{v}_{x}^{0}\right)^{\mathrm{T}} \nabla_{\mathbf{v}} \widehat{K P}_{T}\left(\mathbf{v}_{x}^{0}\right)+\widehat{K P_{R}}(x)} \tag{26}
\end{equation*}
$$

Substitution of (26) into the term (21) simplifies the gradient of the data fidelity term to:

$$
\begin{equation*}
\frac{\partial E_{D}}{\partial u_{l}}=-\sum_{x: l \in W_{x}}\left\{f_{J}(x)\left[\nabla_{\mathbf{v}} \widehat{K P}_{J}\left(\mathbf{v}_{x}^{0}\right)\right]_{l}-f_{M}(x)\left[\nabla_{\mathbf{v}} \widehat{K P}_{T}\left(\mathbf{v}_{x}^{0}\right)\right]_{l}\right\} \tag{27}
\end{equation*}
$$

where $\left[\nabla_{\mathbf{v}} \widehat{K P}_{J}\left(\mathbf{v}_{x}^{0}\right)\right]_{l}$ and $\left[\nabla_{\mathbf{v}} \widehat{K P}_{T}\left(\mathbf{v}_{x}^{0}\right)\right]_{l}$, are the $l$ th component of the kernel-predictability gradients:

$$
\begin{aligned}
& {\left[\nabla_{\mathbf{v}} \widehat{K P}_{M}\left(\mathbf{v}_{x}^{0}\right)\right]_{l}=-\frac{2}{\sigma_{M}^{2}} \sum_{i \in W_{x}} G_{\sigma_{M}}\left(I_{T}^{l}, I_{T}^{i}\right)\left(I_{T}^{l}-I_{T}^{i}\right) \nabla I_{S}\left[x_{l}+\left(\mathbf{v}_{x}^{0}\right)_{l}\right]} \\
& {\left[\nabla_{\mathbf{v}} \widehat{K P}_{J}\left(\mathbf{v}_{x}^{0}\right)\right]_{l}=-\frac{2}{\sigma_{J}^{2}} \sum_{i \in W_{x}} G_{\sigma_{J}}\left(\mathbf{I}_{J}^{l}, \mathbf{I}_{J}^{i}\right)\left(I_{T}^{l}-I_{T}^{i}\right) \nabla I_{S}\left[x_{l}+\left(\mathbf{v}_{x}^{0}\right)_{l}\right]}
\end{aligned}
$$

and $I_{T}^{i}=I_{S}\left[x_{i}+\left(\mathbf{v}_{x}^{0}\right)_{i}\right], f_{J}(x)=\frac{1}{\widehat{K P_{T}\left(\mathbf{v}_{x}^{0}\right)+\left(\mathbf{v}_{x}-\mathbf{v}_{x}^{0}\right)^{\mathrm{T}} \nabla_{v} \widehat{K P} T\left(\mathbf{v}_{x}^{0}\right)+\widehat{K P_{R}}(x)}}$, $f_{M}(x)=\frac{\widehat{K P_{J}}\left(\mathbf{v}_{x}^{0}\right)+\left(\mathbf{v}_{x}-v_{x}^{0}\right)^{\mathrm{T}} \nabla_{v} \widehat{K P_{J}}\left(v_{x}^{0}\right)}{\left[\widehat{K P_{T}}\left(\mathbf{v}_{x}^{0}\right)+\left(\mathbf{v}_{x}-\mathbf{v}_{x}^{0}\right)^{\mathrm{T}} \nabla_{\mathbf{v}} \widehat{K P}_{T}\left(\mathbf{v}_{x}^{0}\right)+K P_{R}(x)\right]^{2}}$.

The optimization by gradient descent using (27), requires a periodical reevaluation of the values and gradients of the kernel-predictability, in practice, after every 5-10 iterations. Using this approach an important reduction in the convergence time is reached without loosing too much accuracy.

## 4. Results

In this section we present some results obtained with the application of our proposal to different image registration problems.

### 4.1. Parametric registration

In the first set of experiments we compared the performance of our method with respect to registration by maximization of mutual information and normalized mutual information, in affine registration problems. For these measures, two different implementations were considered. The first one, uses the discrete version of the entropy (2), approximating the probability distributions by normalized histograms, and performing the optimization with the simplex method [18]; this implementation is widely used and its advantages over other implementations (in all cases using the discrete version of the entropy) are documented by Zhu and Cochoff [26]. The second implementation is based on the continuous version of the entropy (3), using Parzen windows for the estimation of the probability densities, and following [23] for the entropy estimation; these approximations are:
$H\left(I_{R}\right)=-\frac{1}{|A|} \sum_{i \in A} \log \left\{\frac{1}{|B|} \sum_{j \in B} G_{\sigma_{M}}\left(I_{R}^{i}-I_{R}^{j}\right)\right\}$
$H\left[I_{L}(T)\right]=-\frac{1}{|A|} \sum_{i \in A} \log \left\{\frac{1}{|B|} \sum_{j \in B} G_{\sigma_{M}}\left(I_{T}^{i}-I_{T}^{j}\right)\right\}$
$H\left[I_{L}(T), I_{R}\right]=-\frac{1}{|A|} \sum_{i \in A} \log \left\{\frac{1}{|B|} \sum_{j \in B} G_{\sigma_{J}}\left(I_{J}^{i}-I_{J}^{j}\right)\right\}$,
where $A$ and $B$, are two different sets of sampled coordinates in the overlapping region of the images, and $G_{\sigma}$, is the normal density with variance $\sigma^{2}$; the optimization is done using stochastic gradient ascent, approximating the partial derivatives with centered finite differences.

Affine transformations can be applied multiplying a squared matrix $\mathbf{A}$ with a point $\mathbf{p}$ and adding a translation vector $\mathbf{t}$, to generate a transformed point $\mathbf{p}$. The matrix $\mathbf{A}$ is a composition of three simpler transformations: a rotation $\mathbf{R}$, a scaling $\mathbf{S}$, and a shearing $\mathbf{H}$; this is represented by:
$\mathbf{p}^{\prime}=\mathbf{A p}+\mathbf{t}=(\mathbf{R S H}) \mathbf{p}+\mathbf{t}$.
The order of the matrices multiplication is arbitrary, and for bidimensional transformations the exact representation for each matrix is:

$$
\begin{aligned}
\mathbf{R} & =\left(\begin{array}{cc}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{array}\right) \\
\mathbf{S} & =\left(\begin{array}{ll}
\alpha & 0 \\
0 & \beta
\end{array}\right) \\
\mathbf{H} & =\left(\begin{array}{ll}
1 & \gamma \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
\delta & 1
\end{array}\right) .
\end{aligned}
$$

Five sets, composed of 50 affine transformations each one, were generated assigning random values for the $\phi, \alpha, \beta, \gamma$, and $\delta$ parameters, and for the translation vector. These values were sampled uniformly from certain intervals, as is summarized in Table 1.

Different bidimensional images were used for registration (see Fig. 2). Reference images were created applying a change in intensity and affine transformations to the original images ( $128 \times 128$ pixels), and then extracting a square of $90 \times 90$ pixels from the center of the transformed images, as is shown in Fig. 2(a)-(c), excepting images 2(d) ( $217 \times 181$ pixels), which correspond to two magnetic resonances obtained by the simulator at the Montreal Neurological Institute [1]; for this case, the floating image is a T1weighted MRI with $9 \%$ of noise level and $40 \%$ of spatial inhomogeneities in intensity, and the reference images were created applying affine transformations to a corresponding $T 2$-weighted image. The intensities of every image pair were scaled between 0 and 100; after that, the change in intensity was applied through the function $I_{R}=100\left(\frac{I_{L}}{100}\right)^{1.35}$ for images $2\left(\right.$ a) and (b) and $I_{R}=$ $100\left(1-\frac{I_{L}}{100}\right)^{1.35}$ for 2(c). This process was repeated for every transformation in each set, and the algorithms executed for registering the original images to the reference images. For every registration, two Gaussian pyramids of three levels were constructed by alternatively smoothing (with a Gaussian kernel) and sub-sampling the original source and reference images; then, the registration started with the identity transformation in the coarsest level of the pyramids and the resulting transformation for every level was used as the initial transformation for the subsequent level. The implementation details for the two discrete algorithms were set according to Zhu and Cochoff [26]. For the case of continuous entropy, two different sets of coordinates composed of 50 samples each one were used. A multiple of the identity matrix, $\sigma^{2} I$, was used as the covariance matrix in the

Table 1
Composition of the five transformations sets

| Set | $\phi$ (degrees) | $\alpha, \beta$ | $\gamma, \delta$ | $t$ (pixels for each <br> component) |
| :--- | :--- | :--- | :--- | :--- |
| $S 1$ | $\left[-10^{\circ}, 10^{\circ}\right]$ | $[0.9,1.1]$ | $[-0.1,0.1]$ | $[-10.0,10.0]$ |
| $S 2$ | $\left[-20^{\circ}, 20^{\circ}\right]$ | $[0.8,1.2]$ | $[-0.2,0.2]$ | $[-20.0,20.0]$ |
| $S 3$ | $\left[-30^{\circ}, 30^{\circ}\right]$ | $[0.7,1.3]$ | $[-0.3,0.3]$ | $[-30.0,30.0]$ |
| $S 4$ | $\left[-40^{\circ}, 40^{\circ}\right]$ | $[0.6,1.4]$ | $[-0.4,0.4]$ | $[-40.0,40.0]$ |
| $S 5$ | $\left[-50^{\circ}, 50^{\circ}\right]$ | $[0.5,1.5]$ | $[-0.5,0.5]$ | $[-50.0,50.0]$ |

The width of the generating interval for each parameter is progressively augmented.


Fig. 2. Images used for registration. For cases (a)-(c), reference images were obtained applying changes in intensity and affine transformations to the original images, and then extracting a subsquare of the center of the transformed images. For case (d), the reference images were generated applying only affine transformations to a MR in modality $T 2$.
estimation of the joint entropy of images, and for the marginal entropies the variance was set to the value $\sigma^{2}$; this value was fixed manually, considering a percentage of the dynamic range of the images to be registered. The values used in these experiments were $\sigma=5 \%$ for image 2 (a) and $\sigma=10 \%$ for the rest of the images. In the case of $S K P$, estimator (13) was employed, using the same number of samples for estimation as was done with $M I$ and $N M I$, and the width of the kernels used were set with the same considerations, except that a fixed value of $\sigma=8 \%$ was used for all registrations. The number of successful registrations for each set and for each algorithm, is plotted in Fig. 3; a registration was considered successful if the mean
error between the applied and recovered vector fields was lower than one pixel. It can be noted that, almost in all cases, our method outperformed all versions of registration by mutual information and normalized mutual information, specially for large transformations; and that the algorithms based on the discrete version of the entropy have no robustness when used for registrations with large transformations.

Considering the algorithms based on the continuous estimation of entropy, our method presents another advantage. Due to the quadratic cost of the estimation of both kernel-predictability and entropy, a very important parameter is the number of samples used for registration; the


Fig. 3. Successful registrations in function of the complexity of the transformations. The plots show results corresponding to images 2(a)-(d). In the plot SPK means "Similarity based on Kernel-Predictability", CNMI and DNMI refers to "Continuous" and "Discrete Normalized Mutual Information"; finally $C M I$ and $D M I$, refers to "Continuous" and "Discrete Mutual Information".


Fig. 4. Successful registrations as a function of the number of samples used for estimation. The plots show results corresponding to images 2(a)-(d). In the plot SKP means "Similarity based on Kernel-Predictability", CNMI refers to "Continuous Normalized Mutual Information"; finally CMI refers to "Continuous Mutual Information".
plots in Fig. 4 show the performance of the three methods when varying this parameter, in this case the set $S 3$ of affine transformations (described in Table 1) was used in the four images; as can be seen, our method works considerably well even using a very small sampling for estimation, which is not the case of mutual information and normalized mutual information.

Finally, the performance of our proposal was evaluated under different kernel functions. Registration of the four image pairs (shown in Fig. 2) was repeated for $S K P$ using the one-dimensional kernels described in Table 2 for the evaluation of the marginal $K P$ 's. The joint $K P$ was evaluated in each case, employing a separable kernel generated by the product of the two marginal kernels, that is $K_{J}\left(\mathbf{I}_{J}^{i}, \mathbf{I}_{J}^{j}\right)=K_{M}\left(I_{R}^{i}, I_{R}^{j}\right) K_{M}\left(I_{T}^{i}, I_{T}^{j}\right)$. It can be noted in Fig. 5(a)-(d) that the selection of the kernel for registration by maximization of $S K P$ is not a critical factor. Small differences were obtained for different smooth kernels, however a poor performance is obtained in the case of the triangular kernel.

### 4.2. Nonparametric registration

The robustness of our proposal for working correctly with large transformations and using only few samples, makes it very suitable to be applied in nonparametric registration problems. In order to measure the performance of $\widehat{S K P}$ in these problems, 10 different synthetic transformation fields were generated using two grids with $15 \times 15$ nodes of cubic B -spline functions, and assigning random values to every node. Then, for each pixel $(x, y)$ in the image, a translation vector $(u(x, y), v(x, y))$ was defined in the following way:

$$
\begin{align*}
& u(x, y)=\sum_{i=1}^{15} \sum_{j=1}^{15} U_{i j} \beta\left[k_{1}\left(x-x_{i}\right)\right] \beta\left[k_{2}\left(y-y_{j}\right)\right] \\
& v(x, y)=\sum_{i=1}^{15} \sum_{j=1}^{15} V_{i j} \beta\left[k_{1}\left(x-x_{i}\right)\right] \beta\left[k_{2}\left(y-y_{j}\right)\right] \tag{31}
\end{align*}
$$

where $U_{i j}, V_{i j} \sim U\{-7,7\}$, for all centering nodes $\left(x_{i}, y_{j}\right)$, and $k_{d}$ is the proportion of nodes versus the image dimen-

Table 2
Different kernels used for registration with $S K P$

| Gaussian kernel | $K\left(x_{1}, x_{2}\right)=\exp \left[-\left(x_{1}-x_{2}\right)^{2} / \sigma^{2}\right]$ |
| :--- | :--- |
| Cauchy kernel | $K\left(x_{1}, x_{2}\right)=\frac{1}{1+\alpha\left(x_{1}-x_{2}\right)^{2}}$ |
| Exponential kernel | $K\left(x_{1}, x_{2}\right)=\exp \left(-\left\|x_{1}-x_{2}\right\| / \sigma^{2}\right)$ |
| Triangular kernel | $K\left(x_{1}, x_{2}\right)=1-\alpha\left\|x_{1}-x_{2}\right\|$ for $\alpha\left\|x_{1}-x_{2}\right\|<1$ and $K\left(x_{1}, x_{2}\right)=0$, otherwise |



Fig. 5. Registration results for $S K P$ using different kernels (described in Table 2). The plot shows registration results using $S K P$ with Gaussian (g), Cauchy (c), exponential (e) and triangular kernels (l).


Fig. 6. Images used for nonparametric registration. Reference images were created applying changes in intensity and different synthetic transformation fields to the original images.
sion in the direction $d$. The cubic B-spline functions used are:
$\beta(z)=\left\{\begin{array}{cc}\frac{2}{3}-|z|^{2}+\frac{|z|^{3}}{2}, & |z|<1 . \\ \frac{(2-|z|)^{3}}{6}, & 1 \leqslant|z|<2 \\ 0, & |z| \geqslant 2 .\end{array}\right.$
The synthetic fields were applied to two images after a change in intensity determined by two different tone transfer functions, $f_{1}(I)=100\left(\frac{I}{100}\right)^{1.35}$ and $f_{2}(I)=$ $100\left(1-\frac{I}{100}\right)^{1.35}$ for every image, as shown in Fig. 6. Then, our nonparametric registration algorithm was executed to recover the original transformation field and the error measured for each case. The error was calculated as the average length of the difference between the applied and recovered vectors for all pixels. As was done with parametric registration, Gaussian pyramids of three levels were used for the source and reference images; in the coarsest level of the pyramids every vector of the transformation field was initialized to zero and for all the subsequent levels, the transformation was started with the resulting field of the previous level. For comparison, the registration algorithm was run substituting $\widehat{S K P}$ in the term (21) by the corresponding expressions for $M I$ and $N M I$ based on the continuous entropy (Eqs. (28)-(30)). As described in Section 3.2, the similarity measures were evaluated at a local level using small windows placed over each pixel in the images, and
windows of different sizes were considered. The results are summarized in Fig. 7(a)-(d); as can be seen, important reductions in the mean error are obtained with our proposal compared to $M I$ and $N M I$ when using small windows for registration, and again, due to the quadratic cost of the estimations over the number of samples, this is reflected in important savings in the execution time (see Fig. 8). To facilitate a qualitative comparison of the errors, the regis-


Fig. 8. Execution time for nonparametric registration with $S K P$ as a function of the width of the windows used to measure local similarity. Results are shown for an image of $128 \times 128$ pixels. For every window's size 200 iterations of the gradient descent were run in every level of the Gaussian pyramid. The tests were run on a pentium $4,3.0 \mathrm{GHz}, \mathrm{PC}$.


Fig. 7. Mean error in nonparametric registration for different window sizes. The first row shows results for image $6(\mathrm{a})$ and reference images generated using the tone transfer function $f_{1}(I)=100\left(\frac{I}{100}\right)^{1.35}$ (left plot), and $f_{2}(I)=100\left(1-\frac{I}{100}\right)^{1.35}$ (right plot). The second row shows the corresponding results for image 6(b).


Fig. 9. Registered images for a specific transformation. In the first row, the reference image is shown (the same for each case), and in the second the registered images for $S K P$ (left), $N M I$ (center) and $M I$ (right). The estimation of the deformation field was done locally using windows of $3 \times 3$ pixels around every pixel in the images. The respective errors were: $1.23,1.57$ and 1.60 pixels.
tered images by the three methods for a specific transformation are shown in Fig. 9.

## 5. Conclusions

In this paper, we have proposed the use of a new similarity measure for image registration, based on a novel concept of kernel-predictability for random variables. The performance of our registration method was compared with mutual information and normalized mutual information in different registration situations, including nonparametric registration, and we have shown experimentally that using our method, important reductions in registration errors are obtained, mainly when used for large transformations and in situations where only a small sampling is available. This robustness is due to the fact that the new similarity measure is controlled by the most important features in the images.

## Appendix A

An upper bound for the registration measure $S K P$ for the discrete case may be found in the following way: suppose one uses a kernel $K$ to measure $K P$ for the intensity distributions of a pair of images $I, J$, which has the property: $K(i, i)=1 \geqslant K(i, j)$, for $i \neq j$. One may then construct a separable kernel $K_{2}$ for measuring $K P$ for the joint distribution $p_{I J}(I, J)$ as:
$K_{2}\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right)\right)=K\left(i_{1}, i_{2}\right) K\left(j_{1}, j_{2}\right)$
we now have:

$$
\begin{aligned}
K P\left(p_{I J}(I, J)\right)= & \sum_{i_{1}} \sum_{i_{2}} \sum_{j_{1}} \sum_{j_{2}} p_{I J}\left(i_{1}, j_{1}\right) p_{I J}\left(i_{2}, j_{2}\right) \\
& \times K_{2}\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right)\right) \\
= & \sum_{i_{1}} \sum_{i_{2}} p_{I}\left(i_{1}\right) p_{I}\left(i_{2}\right) K\left(i_{1}, i_{2}\right) \\
& \times \sum_{j_{1}} \sum_{j_{2}} p\left(j_{1} \mid i_{1}\right) p\left(j_{2} \mid i_{2}\right) K\left(j_{1}, j_{2}\right) \\
& \leqslant \sum_{i_{1}} \sum_{i_{2}} p_{I}\left(i_{1}\right) p_{I}\left(i_{2}\right) K\left(i_{1}, i_{2}\right)=K P(p(I))
\end{aligned}
$$

In a similar way, one can see that $K P\left(p_{I J}(I, J)\right) \leqslant K P(p(J))$, so that $\operatorname{SKP}(I, J) \leqslant \frac{1}{2}$.

Now, consider a reference image $I_{R}$ and a transformed image $I_{T}$, and assume that when the transformation $T^{*}$, which correctly aligns both images, is used, one has that the intensities $i_{R}, i_{T^{*}}$ are related by a deterministic, invertible tone transfer function $\Phi$, so that $p\left(i_{T^{*}} \mid i_{R}\right)=$ $\delta\left(i_{T^{*}}-\Phi\left(i_{R}\right)\right)$. Assume also that $K(i, j)=\delta(i-j)$ (a Kronecker delta function). In this case, from the above equation one can see that $K P\left(p\left(I_{R}, I_{T^{*}}\right)\right)=K P\left(p\left(I_{R}\right)\right)=$ $K P\left(p\left(I_{T^{*}}\right)\right)$, so that $\operatorname{SKP}\left(I_{R}, I_{T^{*}}\right)=\frac{1}{2}$, which means that $S K P$ reaches its global maximum when $T=T^{*}$.
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