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As is well knOim, both, Schwartz theory of distributions [ 13], 

and the theory of Sobolev spaces (Adams [1], Necas [10], Sobolev 

[15]), are concerned with the family of differential operators 

2 = {~x. :j = 1, ... , n }· 
J I 

In these theories, one of the fundamental problems is to extend such 

operators in a suitable way, being them originally densely defined in 

a Frechet space X, which is usually taken as L~ac(Q) or Lp(Q), 1 ~ p < 

oo, where Q is an open subset of ~n. The solution to this question is 

based on the equality 

I au t/J dx = - J u atjJ dx, 
Q ax1 Q ax J 

00 
U E C (Q), 

00 
t/J E C (Q). 

c 

Using this as a starting point, Schwartz introduces a topology in the 

00 
space of test functions 'l! = C (Q) and "extends" the operators using 

c 

the idea of duality, that is, as continuous linear functions on 'll. 



Follo\.Jing the duality approach, Gelfand and Shilov [6] have 

developed the theory of generalized functions, which are defined 

as the elements in the dual space of a countably normed space , called 

the fundamental space. 

Under another perspective, L. Ehrenpreis [5], payed atention to 

the "structure" of the open set r2, extending Schwartz theory to 

certain families of linear operators acting on functions defined on a 

countable at infinity locally compact space. 

In this work, we consider a Frechet space X together with a non 

degenerate "compatible product", [•,•]:X x Y ----7 IC, and a finite 

family 2 = { L1, ... , Ln} uf linear operators on X, satisfying 

* L .(~) ~ ~ and L .(~) ~ ~ , 
J J 

( j = 1' ... " n), (*) 

where_ <li s; X and ~ s; Y are "test spaces". We show then, that it is 

possible to develop an abstract theory, within which, many of the 

basic problems appearing in the theory of distributions and the theory 

of Sobolev spaces can be stated and solved. 

This abstract theory of distributions is based on a notion of 

duality defined by means of the pairing (X, Y, [ •, •]), and- solves the 

extension problem posed for the family of operators f. As in Gelfand's 

approach, distributions are defined as e-lements of the dual of the 
.... 

test space ~. which is .. endowed with a locally convex. metrizable 

topology. Nevertheless, in our work the test space (corresponding to 

Gelfand's fundamental spa9e) ·it is not arbitrary, but it is 

constructed by means of the family 2 and the given pairing. 
) " 

On the other hand, within this general context, we establish many 

of the basic properties appearing in the theory of Sobolev spaces. 

When X is a Hilbert space, we show that it is possible to define the 
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(abstract) gradient, divergence and Laplace operators. With these in 

hand we can formulate and solve the Dirichlet and Neumann (abstract) 

problems. As in the usual case, we do it by making use of the 

(abstract) Friedrichs' and Poincare inequalities, respectively. 

Our exposition is divided in 9 sections, grouped in 4 chapters, 

and an Appendix. In the first part of Section 1 we give the 

terminology and basic results utilized in this work. In the second 

part of this sect ion we give a detailed description of what we call 

the "space induced by a family of linear operators". These spaces are 

quite usual, but we were unable to find an explicit reference where 

their properties were sistematically developed. In Section 2 we define 

the concept of P-space (X, Y, [ •, •]) and the concept of test space. 

Given a linear operator L : D( L) s;; X ~ X, and if D( L) is a test 

* space, then its adjoint operator L * D(L ) s;; Y ~ Y is defined in 

the usual way: 

* [Lx,y] = [x,L y], * X E D( L) I y E D( L ) . 

* When D( L ) is also a test space we define L, the maximal closed 

extension of L. Finally, here we give some examples of P-spaces. 

Given a P-space (X,Y, [•,•]), in Chapter II we define the space of 

distributions ~(X;~)' for a family of operators ~ satisfying 

condition (*). For this purpose, in Section 3 we define of what we 

mean by the "weak extension" or in the "sense of distributions" of an 

operator. In Section 4 we study the space of distributions ~(X;~)'. 

In Chapter II I, in a similar vein than the previous one, we 

define the Sobolev spaces ~(X;~) and l~(X;~), m = 0, 1, .. . , +oo. The 

elementary properties of these spaces are established in Section 5. In 

Section 6 we consider the situation in which the base space X is a 
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Banach space. In this case, we define the spaces !J-m(X,·!i.), which allow 

us to obtain a family of spaces with continuous inclusions 

-m * ~X~ ... ~ !</ (Y;!i.) ~ . .. 

When X is reflexive, ~ is dense in each of these spaces. 

In Chapter IV, we study the Hilbert-Sobolev spaces, that is, the 

case when X is a Hilbert space. In Section 7 we define the gradient, 

divergence and Laplace operators, and obtain their basic properties. 

In Section 8 we study the corresponding Dirichlet problem, and its 

relation with Friedrichs' inequality. The same is done, in Section 9, 

for the Neumann problem and Poincare inequality, following some ideas 

of Deny and Lions in [ 3]. 

Finally, in the Appendix, we give a detailed account of those 

properties of the spaces L~ac(~) utilized along our exposition, mainly 

in the illustrative examples, which we believe some are well known, 

but we were unable to find them in the literature. 
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CHAPTER I PRELl HI NARI ES. 

The purpose of this chapter is to review and study in a 

systematic way, some concepts and results that serve as a basis for 

the development of our theory, and have appeared dispersed in the 

mathematical literature in one way or another. 

1. The Space Induced by a Family of Linear Operators. 

1.1 Some Basic Notation and Terminology. 

Throughout this work, IK will all ways denote the field of real 

numbers ~. or the field of complex numbers ~-

Our definition of locally convex topological vector space, which 

we refer simply as "locally convex space", it will assume, unless it 

is stated otherwise, that is Hausdorff. Given a locally convex 

metrizable space X, if a sequence {x } in X converges to a point x in 
n 

X, we will write 

X --7 X in X. n 

A locally convex metrizable and complete space wi 11 be called a 

Frechet space. 

Let V and W be locally convex spaces, and T : V --7 W a linear 

operator. If T is one-to-one, T(V) = h/, and if T and T-l are 

continuous, then T is said to be a linear isomorphism. 

Given a locally convex space X, its dual space will be denoted by 

X'. If ¢ E X', we shall often employ the notation 

<x,¢> = ¢(x), X E X. 

The space X' together with the corresponding strong topology, will be 
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called the strong dual of X, and wi 11 be denoted by X'. The strong s . 

bidual of X is then defined as (X')'. Every x E X determines a 
s s 

·continuous linear functional x E (X~)~, given by the equation 

The correspondence 

<¢,x> = <x,¢>, 

X---7(X')' 
s s' 

¢ E X'. 
s 

X ---7 X, 

is linear one-to-one and continuous, and if X is a Frechet space, then 

it is a 1 inear isomorphism onto its image X. This mapping will be 

called the canonical identification of X with its stron~ bidual. If 

X = (X~)~, then we say that X is a reflexive space. 

Let X be a locally convex space, and F be a subset of X'. We say 

that F is total, if x EX, and if <x,¢> = 0 for all ¢ E F, then we 

must have x = 0. An immediate application of Hahn..:..Banach theorem gives 

the following 

LEMMA 1. 1. 1. Let X be· a locally convex space. If X is reflexive and if 

F ~ X' is total, then F is dense in X' 
s 

Given a 1 inear operator T from X ·to · Y, we denote its domain, 

range, and. nullspace, by D(T), R(T), and N(T) respectively. We write 

T ~ S, if S is a linear operator from X to Y which is an extension of 

T (i.e., D(T) ~ D(S) and Tx = Sx for ·all x E D(T)). 

Let X and Y be locally convex metrizable spaces. Given a linear 

operator T : D ~ X --7 Y, we say that: 

a) T is closed, if for every sequence {xk} in D, x E X and y E Y; if 

xk --7 x and Txk --7 y, then x e D and Tx = y. 

b) T is closable, if there exists a closed linear operator S from X to 
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Y such that T ~ S. 

As is well known, T is closable if and only if for any sequence 

{xk} in D: xk ~ 0 and Txk ~ y imply y = 0.. In this case, it is 

possible to define the minimal closed extension T : D ~ X ~ Y of T, 

where D consists of those x E X such that there exists a sequence {xk} 

in D with xk ~ x and Txk ~ y. If this is the case, we define 

Tx = y. The name given to T results from the following properties: 

T is a closed linear operator and T ~ T (1.1.1) 

If S D(S) ~ X ~ Y is a closed linear 

operator with T ~ S, then T ~ S (1.1.2) 

Let T : D(T) ~ X ~ Y be a 1 inear operator with D dense in X. 

Then, its dual operator T' : D(T') ~ Y' ~ X' is defined by the 
s s 

condition 

x E D(T), ¢ E D(T' ). 

As is well known, if D(T) = X and if T is continuous, then so it 

is T' : Y' ---7 X'. s s 

To end this section, we give a last piece of notation. Let X and 

Y be locally convex spaces. If X is a subspace of Y, and if the 

inclusion from X to Y is continuous, then we will write 

1.2 The Spaces V(X;£). 

Let X be a locally convex metrizable space, and let£= {A
1

, ... 1 

A } be a finite family of linear operators on X: 
n 

A. 
J 

We define 

D(A.) ~ X~ X, 
J 

j = 11 • • • I n, (1.2.1) 

(1.2.2) 
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Let '.P = { p } be an increasing family of semi norms generating the e 
topology of X. In V(X;~) let us consider the family of seminorms 

Q= {p.eoAj: f.= 1, 2, ... ; j = 0, 1, ... , n }, (1.2.3) 

where A
0 

: X --7 X is the identity operator. Since ~ ~ Q, the family Q 

is a separating family of semi-norms on V(X;~). Being Q countable, the 

topology generated by Q makes V(X; ~) a locally convex metrizable 

space. We call V(X; ~) the space induced on X by the family ~- The 

notion of convergence in this space is characterized by the following 

result 

LEMMA 1. 2. 1. A sequence {x } in V(X;~) converges to a point x in 
n 

V(X; ~) if and only if -

xk --7 x in X and Ajxk --7 Ajx in X, 

In particular we have 

and 

j = 1, ... , n. 

A. 
J 

V(X;~) --7 X is continuous, j = 1, ... , n. 

(1.2.4) 

(1.2.5) 

PROPOSITION 1. 2. 2. Let X be a Frechet space. If each A. is a closed 
J 

operator, j = 1, .. . ,n, then V(X;~) is a Frechet space. 

PROOF. Let {xk} be a Cauchy sequence in V(X;dl). From (1.2.4) and 

(1.2.5) ·we see that each {AJxk} is a Cauchy_ sequence. Since X is 

complete, there exist x eX andy. eX, such that 
J 

j= 1, ... ,n. 

Now, each A. is closed, so we must have x e D(A.) and A.x = y,. Thus 
J J J J 

x e V(X;£), and from Lemma 1.2. 1 we conclude that xk --7 x in V(X;~). 
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Given a set S and a pas it i ve integer n, from now on we will 

employ the notation 

S(n) = S X ... X S (n times). 

Let X be 
. ( n+ 1) locally convex metrizable space, and cons1der X 

.( n+l) 
with its product topology. Then X is a locally convex metrizable 

space, and when X is a Frechet space, . . (n+l) 
then so 1t 1s X . Let us 

define the natural embedding 

i : V(X;~) --7 x(n+l), 

by 

X E V( X; iil). 

In view of Lemma 1.2. 1, i is a linear isomorphism onto its image R(i). 

This basic fact will allow us to show how certain properties of the 

space X are inherited to the space V(X;~). We illustrate this with the 

following two results. 

PROPOSITION 1.2.3. If X is separable, then so it is V(X;iil). 

PROOF. It is enough to show that R( i) is separable. But this follows 

immediately from the fact that x(n+l) is separable. 

PROPOSITION 1.2.4. If X is a reflexive space, and the operators Aj, 

j = 1, n, are closed, Then V(X;iil) is a reflexive space. 

PROOF. Let us note first that it is enough to show that R(i) is 

reflexive. Now, since X is reflexive, then so it is X(n+l); and from 

the fact that the A. are closed it follows that R( i) is a closed 
J 

(n+l) . 
subspace of X . But, as 1s well known, a closed subspace of a 

reflexive Frechet space is reflexive. Therefore R(i) is reflexive. 
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Let us consider next, the case of one closable linear operator 

A : D( A) ~ X .------7 X. Then A is a closed linear operator, and we 

can consider the locally convex metrizable space V(X;A). From 

Proposition 1.2.2 we know that if X is a Frechet space, then so it is 

V(X;A). Furthermore, we have the following facts: 

D(A) is dense in V(X;A) = D(A), 

A : V(X;A) ------7 X is continuous. 

(1.2.6) 

(1.2.7) 

REMARK 1.2.1. We want to point out that the previous construction is 

still valid in the more general situation when one has a finite family 

of linear operators dl = {A1, ... , An}, such that 

A . : D( A .) ~ X ------7 Z, 
J J 

j = 1, ... , n, 

where Z is another locally convex metrizable space, with the same 

properties as X. In this case, the space induced on X by the family dl 

will be denoted by V(X,Z;dl). This more general setting will be needed 

in Sect ion 8. 4. 

To end this section, we want to describe the space V(X;A) in the 

case when X is a normed space with norm 11•11. In this case, it is 

possible to norm V(X;dl) in several equivalent ways. To fix ideas, in 

V(X;dl) we consider the norm 

( 1. 2, 8) 

If H is a space whose norm II •II comes from a scalar product· (··, ·.), 

then 

(1.2.9) 

defines a scalar product on V(H;dl). Its associated norm is 

(1.2.10) 
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Let us note that the norm (1.2. 10) is equivalent to the norm (1.2.8). 

In this context, we see that if X is a normed space, then the natural 

b dd . . V(X A) x(n+l) . . t "f. th (n+l) em e 1ng 1 : ;:u ----7 , , 1s an 1some ry 1 1n · e space X 

we consider the norm 

Furthermore, if H is an space whose norm II ·II comes from an scalar 

product (•,•), then the embedding i : V(H;il) ----7 H(n+l) is a unitary 

(n+l) . 
operator, when we consider on H the 1nner product 

From Proposition 1.2.2 we obtain the following 

COROLLARY 1.2.5. Assume that il is a family of closed operators. 

(i) If X is a Banach space, then so it is V(X;il). 

(ii) If His a Hilbert space, then so it is V(H;il). 

m 
1.3 The spaces V (X;il). 

Given a locally convex metrizable space X, and a family of linear 

operators il as in (1.2.1), we define 

1 V (X;il) = V(X;il). 

Proceeding inductively, let us assume that we have define the locally 

1 m convex spaces V (X;il), ... , V (X;il), in such a way that 

Vm(X;il) ~ Vm- 1(X;A) ~ ... ~ V1(X;s1.) ~X, m ::: 1. 

Let 

m A.x E V (X;il) }, 
J 

j = 1, ... , n, 

and 

m m 
A. = A .I D., 

J J J 
j = 1, ... , n. 

Next, consider the family of linear operators 
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~m __ {Am. . 1 } 
:;u. J = , ... , n . 

J 

We then define 

(1. 3 0 1) 

That is,. Vm+ 1(X;il) is the space induced on Vm(X;il) by the family ilm. 

From (1.2.4) and (1.2.5) we obtain 

Vm+ 1(X;dl) ~ Vm(X;:A) ~ ... ~X, m = 0, 1, ... (1.3.2) 

and 

A. vm+ 1(X;:A) ---7 Vm(X;:A) is continuous, j = 1, ... , n. (1.3.3) 
J 

LEMMA 1.3.1. IfeachA., j= 1, ... , n, is 
J 

a closed operator, then 

m m c m m A.: D._ V (X;:A) ----7 V (X;il), 
J J 

j = 1, ... , n, 

is a closed linear operator. 

m m · 
PROOF. Let: {x/ s;; Dj' x, y E V (X;:A), such that 

xk ---7 x, A~xk ----7 y, in Vm(X;il). 

and being each A. closed, we have xeD~ and 
J J 

y. =A .x. Therefore A~ is closed. 
J J J 

From propositions 1.2.2, 1.2.3, 1.2..4 and Lemma 1.3.1 we obtain 

the following result 

COROLLARY 1. 3. 2. Let X be a locally conve~- metrizable space, ·and il be 

a family of linear operators as in (1.2.1). 

(i) If X is a Frechet space, and if the operators Aj' j. = 1, . .. ,n, 

m are closed, then V (X;il) is also a Frechet space, m = 0, ), 

· (ii) If X is separable, then so it is Vm(X;:A), m = 0, 1, 

(iii) If X is reflexive, and if the operators A., j = 1; 
J 

m clbsed, then V (X;il) is also reflexive, m = 0, 1, .. ... 

14 
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In order to describe the spaces Vm(X;.il) in a concise manner, we 

introduce the following notation. Let I 
n 

(e) 
••• I -a·e) E In ' 

[ 0] = f., 

A = A 
0 01 

.. . A 
oe 

= { 1 J 2, •• •. J n}. Taking 

f. = 0, 1 I ... , we define: 

(1.3.4) 

(1.3.5) 

where A
0 

is the identity operator in X. In this context 0 will be 

called a subindex, and ( 0 ] is its length. 

The following result is obvious: 

PROPOSITION 1.3.3. Under the same hypothesis as above we have: 

( i ) 
m 

V (X;.il) = n {D(A) : [0 ] s m }. 
0 

( i i ) xk --7 x in ~(X;.il) if and only if A xk --7 A x, for every 0 0 0 

with [ 0 ] s m. 

(iii) If [ 0 ] s f. s m, then A 
0 

m m-e 
~ (X; .>d) --7 V (X; .il), is a continuous 

linear operator. 

If X is a normed space, the corresponding norm on Vm(X;sd) is 

given by 

II xll A = max { II A xll : [ o ] s m } . 
SJ., m o (1.3.6) 

Also, when H is a inner product space, then the corresponding inner 

m product on V (H;.il) is given by 

(x, x') = 
.il,m 

and the associated norm is 

I: 
[0 ]sm 

(A x, A x'), 
0 0 

112 
llxll = { L IIA'Yx11

2 
} 

£, m [ o] sm a 

(1.3.7) 

(1.3.8) 

Let us note, that in this case the norm (1.3.8) is equivalent to the 
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ll 

norm ( 1. 3. 6). Furthermore, Hhen m = 1, ( 1. 3. 7) and ( 1. 3. 8) coincide 

with (1.2.9) and (1.2. 10) respectively. 

From Corollary 1. 3. 2 He get immediately the following result. 

COROLLARY 1. 3. 4. 

linear operator. 

Supose that each A ., j = 1, 
J 

••• J 

(i) If X is a Banach space, then so it is Vm(X;dl). 

(ii) If H is a Hilbert space, then so it is Vm(H;dl). 

To end this section He define the space 

+oo -
m n v (X;.tJ.). 

m=1 

n, is a closed 

(1.3.9) 

+oo 
In order to define a topology on V (X;dl), we consider the increasing 

family of semi-norms 'P = {pe} defining the topology on X. Then, a 

locally convex topology on V+
00

(X;d1) is defined by the family of semi-

norms 

(1.3.10) 

In this way, V+
00

(X;d1) results a locally convex metrizable space. The 

convergence in V+
00

(X;d1) is characterized as folloHs: 

+oo . 
LE~~ 1.3.5. Let {xk} be a sequence in V (X;dl). Then 

xk ---7 X in V+ 00(X; .;!}.) 

if and only if 

From the previous lemma is clear that 
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+co m 
V (X;dl.) ~ V (X;dl), m = 0, 1, ... , 

and 

+co +co 
A : V (X;dl.) ~ V (X;dl.) is continuous, 

0 

for 0 E I (e), t = 0, 1, .... 
n 

(1.3.11) 

(1.3.12) 

Also we have the analogous result to Corollary 1. 3. 2 for this 

case. 

COROLLARY 1.3.6. Let X be a locally convex metrizable space, and d1. a 

be a family of operators as in (1.2. 1). 

( i ) If X is a Frechet space, and if the operators A., j = 1, ... , n, 
J 

are closed, then V+co(X;dl.) is a Frechet space. 

(ii) If X i~ separable, then so it is V+
00

(X;dl.). 

(iii) If X is reflexive, and if the operators A., j = 1, ... , n, are 
J 

+co . closed, then V (X;2) 1s also reflexive. 

Finally, we want to remark that if X is normed, then it not 

+co 
necessarily follows that V (X;dl.) is normed. 

2. Test Spaces, and Maximal Closed Extensions of Linear Operators. 

2. 1 P-spaces. 

Let X and Y be vector spaces over ~. Suppose that 

[•,•] : X X y --7 ~. 

is a sesquilineal form; that is, in the first variable is linear, 

while in the second is conjugate linear. We say that (X,Y;[•,•]) is a 

pairing, if it is also nondegenerate. That is: 
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(a) If y E y and if (X, y] = 0 for all X E X, then y = 0. ' 

(b) If X E X, and if [x,y] = 0 for all y E Y, then X= 0. 

Let <I> be a vector subspace of X. We say that <I> is a test space 

for Y, if [ . ' . ] : <I> X y ----7 IK still is a nondegenerate sesquilinear 

form, i.e., if (<!>, Y, [ •' • ] ) is a pairing. We have an analogous 

definition for w ~ Y to be a test space for X. 

Let (X, Y, [ •, ·]) be a pairing. Consl.der a linear operator L .on X, 

such that D(L) is a test space for Y. Then, given y E Y there exists 

at most one z E Y such that 

[Lx,y] = [x,z], for all x E D(L). (2.1.1) 

* If such a z exists we denote it by z = L y, and (2. 1. 1) takes the form 

* [ Lx, y] = [ x, L y L X E D(L). (2. 1. 2) 

* Let D(L ) be the set of all y E Y for which there is a z satisfying 

* condition (2.1.1). It is clear that D(L ) is a vector subspace of Y, 

* * and that L : D(L ) ~ Y ----7 Y is a linear operator, called the adjoint 

of L (with respect to the pairing). The following property of the 

adjoint is clear. 

LEMMA 2.1.1. Let Land .H be linear operators on X. If D(L) is a test 

* * space for Y, and if L ~ H, then H ~ L . 

Given the pairing (X,Y;[•, •]), we define 

* [y,x] = [x,yL y E Y, X E X. 

* In this way we obtain a pairing (Y, X, [ ·, •] ) , called the adjoint 

pairing. 

Let H : D(H) ~ Y ----7 Y be a linear operator such that D(H) is a 

test space for X. Then, its· adjoint operator (with respect to the 
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adjoint pairing) H D(H) ~X~ X, is determined by the condition 

~ ~ if' 
[Hy,x] = [y,H x] , 

~ 

y E D(tl)' X E DOl ) I 

or equivalently 

[x,Hy] 
if' = [l:t x,y], 

~ 

x E D(H ), y E D(N). (2.1.3) 

Let us consider a pairing (X,Y, [·, •]). For every y E Y, we denote 

by Jy the linear functional on X given by 

<X' J y> = [ X' y] I X E X, (2. 1. 4) 

i.e., Jy= [·,yL ye Y. 

'rle say that the pairing (X, Y; [ ·, •]) is a P-space, if X is a 

locally convex metrizable space, and if the linear functional Jy is 

continuous, for all y E Y, i.e., J(Y) ~X'. 

\-lith the purpose of working more easily, according to our 

development, in the space X' we define the multiplication by scalars 

in the following way: 

<x,k¢> = k<x,¢>, X E X, ¢ E X' I k E ~. (2.1.5) 

Given a P-space (X, Y;[•, ·]), from (2.1.4) and (2.1.5) it follows 

that J : Y ~X' is a linear operator. Furthermore, it is easy to see 

that J is also one-to-one. This will allow us to identify Y with the 

subspace J(Y) of X'. From now on, we call the map J, the canonical 

identification of Y in X'. 

The following result is immediate from the d~finition of P-space. 

LEMMA 2. 1.2. Let (X, Y;[•, •]) be~ P-space, and~ a linear subspace of 

X. If ~ is dense in X, then ~ is a test space for Y. 

If the canonical identification J is onto, then making use of the 

Hahn-Banach theorem, we can verify that the converse of the previous 
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result also holds. That is, if ~ ~ X is a test space for Y, then ~ is 

dense in X. 

PROPOSITION 2.1.3. Let (X,Yi[•,•]) be a P-space, and L a linear 

~~ ~ 

operator on X. If D(L) is a test space for Y, then L = L 

~~ H 
PROOF. Since L ~ L, then from Lemma 2. 1. 1 it follows that L ~ L 

H 
D(L). Now, let y E D(L ) ' and take any X E Then, there exists a 

sequence {xk} in D(L) such that xk --7 x and Lxk --7 Lx. Thus 

~ ~ . H 
[Lx,y] = lim [Lxk,y] = lim [xk,L y] = [~,L y]. 

k--7<'c k--7co 
~H ~~ H H ~~ 

Therefore, y E D(L ) and L y = L y. This proves that L ~ L . 

2.2 The Maximal Closed Extension of a Linear Operator. 

Let (X, Y, [ •, •]) be a P-space, and suppose that ~ and 'if are test 

spaces for Y and X respectively. We say that a linear operator L on X 

belongs to the class ~l(~,W), and we write L e ~1 (~,w), if satisfies 

~ 

~ ~ D(L) and 'if~ D(L ). (2.2.1) 

Given an operator L E ~/~, W), one has defined its· adjoint 

H * ·~· . 
restrict ion-- 'of 

~ 

L' D(L ) ~ y --7 Y. We denote by Lo the L to w. 

Next, we let L = * ~ (Lo) ( cf. ( 2. 1 . 3 ) ) . Thus, L : D(L) s;; X --7 X, is 

determined by the condition 

* [ Lx, y] = [ x, L y], X E D(L), y E W. (2.2.2) 

We call the operator L the maximal closed extension of L. The 

reason for this terminology, is due to the following two results. 

PROPOSITI ON 2 . 2. 1. Let L e ~ / ~, 'if) . 

(i) L is a closed linear operator. 
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(ii) L is closable and L ~ L. 

PROOF. (i) Let us consider: a sequence { xk} in D(L), x E X, y E X, 

such that xk ----7 x and Lxk ----7 y in X. Since Jz E X' for every z e IJJ, 

from (2.2.2) we have 

[y,z] = if 
lim [Lxk,z] = lim [xk,L z] 

k --7CO k --7CO 

But this together with (2.2.2) says that x E D(L) and Lx = y. 

Therefore L is closed. 

(ii) Taking into account that L ~ L, the conclusion follows 

immediately from (i) and (1. 1.2). 

The next result explains the sense in which L is a maximal 

extension of L. 

PROPOSITION 2.2.2. Let L E ~1 (~,'-ll), and N a linear operator on X such 

* that L ~ H. If IJl ~ D(H ), then N ~ L. 

* * PROOF. From L ~ N we get H ~ L . Hence, for x E D(H) we have 

if * [Nx,y] = [x,H y] = [x,L y], y E IJJ, 

if 
because IJl ~ D(H ). The result follows from the definition of L. 

From the closed graph theorem we obtain the following 

COROLLARY 2.2.3. Let L E ~/~,IJJ). If X is a Frechet space, and if 

D(L) = X, then L is continuous. 

t 

REMARK 2.2. 1. We want to point out, that the condition on the product 

[·, •] to be conjugate linear in the second variable is not essential. 

All the theory developed until! now is still valid when the product is 
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1 

a bilinear function. We merely ask the product to be a sesquilinear 

mapping in order to immediately apply the results obtained so far, to 

the case of Hilbert spaces. Furthermore, it happens that in the spaces 

X appearing in the study of partial differential equations, it is 
I .,. 

allHays possible give a weak formulation of the problem by means of a 

sesquilinear form. 

2.3 Examples of P-spaces. 

We start with the simplest one. 

EXAMPLE 2. 3. 1. Let H be a Hilbert space with inner product ( •, •). 

Clearly (H,H,(•, •)) constitutes a P-space. By Riesz representation 

theorem and from definition (2. 1. 5), it follows that J : H ---7 H' is a 

linear isomorphism. 

EXAMPLE 2.3.2. Let Q be a nonempty open bounded subset of ~n. Let us 

consider X = C(Q), the space of all continuous functions u : Q ---7 ~. 

together with the norm 

llull =max {lu(x)l X E Q}. 

Let us take·x = Y, and define 

[u,v] =·J uv dx. 
Q 

It is clear that (C(Q),C(Q),[•.•]) is a P-space. From the 

Stone-Weierstrass theorem, it follows that the space~ (=~) consisting 

1/ ,, of all polynomials in n variables, is a test space for C(Q). In this 

case, the canonical identification J : C(Q) ---7 C(Q)' us not onto. 

EXAMPLE 2.3.3. Consider the Banach space X n = c0 (~ ), consisting of all 

22 

-----------·---·---------~-------



continuous functions u ~n ~ ~ vanishing at infinite, together with 

the norm 

llull 
00 

n =sup { lu(x)l : x E ~ }. 

let w be a "normalized weight function", i.e., wE L 1 (~n) satisfies: 

w(x) > 0 a.e. on ~nand I w dx = 1. 

If for u, v E c0(~n) we define 

Then, 

[u,v]
00 

=I uv w dx. 

[•, •] is a sesquilinear form on X satisfying 
00 

I [ u, v l I ::s II ull II vii 
00 00 00 

n 
u, v E CaCIR ) . 

Also, an immmediate application of du Bois-Reymond lemma shows that 

the sesquilinear form is nondegenerate. Since clearly one has 

Also, if we take ~ = w = C (IRn), where C (IRn) is the 
c c 

subspace of c
0

(1Rn) consisting of all functions with compact support, 

then using the well known fact that the·former is dense in the later, 

we see that Cc(IRn) is a test space for C
0

(1Rn). Let us note that in 

this case,the canonical identification J : c
0

(1Rn) ~ c
0

(1Rn)' is not 

onto. 

EXAMPLE 2.3.4. With the aid of the previous example, we can define a 

strucure of P-space on L
1(1Rn) as folllows: As is well known, the 

Fourier transform 

f(~) =I e-i~·x f(x) dx, 

for functions f E L
1(1Rn), satisfies the following properties: for all 

(a) ,and (b) llfll
00 

::S llflll" 

1 n Taking into account (a), for f, gEL (IR ) we define 
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[ [, g] 1 = [f,g] , 
co 

i.e., 

Then, from (b) we have 

I [ f' g J 1 I = I [ f' g J co I ::; II fll co II gil co ::; II f/1 1 II gil 1 . 

1 n Hence [•, ·J
1 

is a continuous sesquilinear form on L (R ). Clearly, it 

is not degenerate. The continuity of the canonical identification J, 

follows immediately from ·the continuity of the Fourier transform 

(condition (b)). Therefore, (L 1(Rn),L 1(Rn),[•, ·]
1

) is a P-space. 

In this case, ~ = ~ = C (Rn) is a test space for L1(Rn). 
c 

EXAMPLE 2.3.5. Let Q be an open nonempty subset of 

Frechet space X = L~ac(Q), 1 ::: p ::: co. Let us take Y 

Appendix), where 1/p + lip' = 1, and define 

[ u, v J = J uv dx, 
Q 

Rn. Consider the 

= LPCQ) (see the 
c 

Taking· into account what we have established in the Appendix, it is 

easy to check that (L~ (Q),LP(o), [•, •]) is a P-space. In this case, <-ac c · . 

the canonical identification J : LPCQ) --7 (Lp (Q))' is onto when 
c lac 

1 ::; p < co. 

From the du Bois-Reymond lemma, it follows that ~ = ~ 

a test space for L~ (Q) and LPCQ) respect~vely. 
<.GC C 

EXAMPLE 2.3.6. Let Q be a nonempty open subset of Rn. Consider the 

Banach space X = Lp(0.), 1 ::: p ::: oo. Let us take Y = LP(n), where p'and 

[•,•] are as in the previous example. From the well knoWn properties 

oi th~ Lp-spaces it follows immedi~tely that (Lp(Q),LPCQ), [~~ •]) is a 
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P-space, and the canonical identification J : LPC~) ~ (Lp(~))' is 

onto if and only if 1 ~ p < oo. Also, in this case, ~ = ~ = C00(~) 
c 

test space for Lp(D) and LP~-~) respectively. 

is a 

It is of special interest to note, that in the case p = 1, 

p' = oo; C00(~) ~ L00(~) is a test space for L 1 (~) which is not dense in 
c 

EXAMPLE 2.3.7. Given~. an open nonempty subset of ~n. Consider the 

P-space (L~ (~),L00(D),[•,•]) described in Example 2.3.5., together 
<.O.C. c 

with the test 
00 

spaces ~ = ~ = C (~). Let a be a multi-index and 
c 

a oo 1 1 a : C (~) ~ L n (~) ~ L o (D), 
c {. o.c. {. o.c 

the corresponding differential operator. Since 

00 rp, 1/J E C (D), 
c 

it follows from ( 2. 1. 2) ~ D((Ba)*). Thus we see that 

aa E ~1 (C
00(r2),C00(D)), and accordingly to what we have established in 
c c 

Section 2.2., its maximal closed extension is defined, which is 

precisely the derivative aa in the sense of distributions. 

More generally, we can verify that for the differential operator 

p = I 
a a ( x)a , 

Ia Ism a 

where a E 
a 

cl al (D), Ia I ~ m, its maximal closed extension is also 

defined in the sense of distributions. 
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CHAPTER II ABSTRACT SPACES OF DISTRIBUTIONS. 

G-iven a P-space (X,Y;[•,•]), in Section 2.2 we defined the 

maximal closed extension L of an operator L E 'b/<I>, '±'). In general, 

according to Proposition 2. 2. 3, this extension is not defined in all 

of X. In this chapter we will see how it is possible to extend L, in a 

weak sense, to a space that in -certain sense includes X· 
' 

which 

following Scwartz [ 13], we have called "space of distributions". 

3. Weru{ extension of Operators in the Class 'b
1

(<P,W): The Normed Case. 

3.1 The Negative Norm. 

Let (X,Y;[•,•]) be a P-space, where X is a normed space, with 

norm 11·11. Using the canonical identification J : Y ---7 X', for y E Y 

we define 

II yll = II Jyll = sup { I [ x, y] I : -11 xll -:::: 1 } . (3.1.1) 

Since J is a one-to-one linear transformation, (3. 1. 1) defines a 

norm on Y, called the negative norm on Y induced by X. In this manner 

J results an isometry, and 

I [x, y] I s llxll llyll , X E X, y E Y, (3. 1. 2) 

i.e., [•,•] X x Y ---7 IK is a continuous sesquilinear form. 

Considering Y together with its negative norm II •II , then it is 

- ~ 

immediate to check that the adjoint pairing (Y,XJ[•, •] ) constitutes a 

P-space, called the adjoint P-space. Also, it is clear that Y is a 

Banach space if and only if J(Y) is a closed subspace of X' . 

~ 

For x EX, let Ix = [•,x] . That is 
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< y, I x> = [ x, y L y E Y. (3.1.3) 

1f 
Since (Y, X; [ •, ·] ) is a P-space, then it is clear that Ix E Y' for 

every x E X. Furthermore, I : X -----7 Y' is a one-to-one bounded linear 

operator, called the canonical identification of X in Y'. 

The following result is clear 

LEHHA 3.1.1. If L: D(L) £;;X ----7 X is a linear operator and D(L) is a 
)f 1f 

test space for Y, Then L : D(L ) £;; Y -----7 Y is closed. 

REHARK 3. 1. 1. In the general case, when X is a locally convex 

metrizable space, if we equipp Y with the strong topology by means of 

the canonical identification J : Y ----7 X', one could think of defining 

* the adjoint P-space (Y, X; [ ·, •] ) . The difficulty here 1 ies in that, 

given that X is metrizable, X' will be metrizable if and only if X is 
s 

normable (Schafer, p. 152). 

From Lemma 1. 1.1 we immediately obtain the following 

LEMMA 3.1.2. If X is a reflexive space and w ~ Y is a test space for 

X, then w is dense in Y. 

REMARK 3. 1.2. Let (X, Y;[•, •]) be a P-space, where X is a Banach space. 

Let us assume that¢£;; X is a test space for Y. In Section 6.1 we are 

interested in the case when ¢ is a dense subspace of X. If this is not 

the case, we can think of modifying the original P-space and consider 

in its place the P-space (~, Y;[•, •]), where~ is the closure of¢ in 

X. However, this procedure can modify the corresponding negative norm 
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on Y. Next we present two examples; in the first one the norm does not 

change, while in the second it is altered. 

n EXAMPLE 3. 1. 1. Let Q be an open nonempty subset of ~ . Let us consider 

00 1 
the P-space over~. X= L (Q), Y = L (Q) (cf. Example 2.3.6), and let 

~ = C00
(Q) be the test space for Y. The negative norm on L

1
(Q) induced 

c 

by L00
(Q) is given by 

llgll~ =sup {IJ fg dxl 
Q 

Since (L
1

(0.))' = L00
(0.! , then it follows that 

II gil X = II gil Y = J I g I dx. 
Q 

1 g E L (Q). (3.1.4) 

(3. 1. 5) 

On the other hand, the negative norm on L
1

(0.) induced by C
00

(Q) is 
c 

given by 

llgll~ = sup { IJQ fg dxl : llfllx s 1, f e c:(Q) }, 
1 g E L (Q). (3.1.6) 

Even though C
00

(Q) is not dense in L
00

(0.), next we will see that 
c 

( 3. 1. 5) is equal to ( 3. 1. 6). 

1 -
PROPOSITION 3. 1. 3. If g e L (Q), then II gil~ = llgiiX 

PROOF. Let g e L
1

(0.) ,g:;: 0. It is clear that llgi!X 2:: llgll~ 
-Now, let e > 0 be given. Pick an open set w such that w is a 

compact subset of Q, and 

I I gi dx s £. 

Q\w 
(3.1.7) 

Next, let B a measurable subset of wand C > 0, such that ig(x)i s C 

on B and 

Define 

I I gl dx s £. 

w\B 
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if g(x) > 0 and x E B 

if g(x) < 0 and x E B 

if X E Q\B 

From Luzin' s· theorem, there exists a continuous function h : Q ~ rR 

with compact support contained in B, such that UhULoo(Q) s 1 and the set 

A = {x E Q : h(x) ~ a(x) } 

has measure less than £/2C. Thus 

I I g I dx s I gh dx + £. 

B B 
(3. 1. 9) 

Since h has compact support, from the Stone-Heierstrass theorem 

it follows that the exists a polynomial P such that 

UP- hiiLoo(w) s £', 

where £' = £/11 gU L 1 (Q). From ( 3. 1. 9) we have 

IP(x)l s £
1

, x E w\supp(h), 

and 

(3. 1. 10) 

(3.1.11) 

(3. 1. 12) 

Let us consider a function ¢ E C
00

(Q)J such that 0 s ¢ s 1 and . c 
00 

¢(x) = 1 for x E supp(h). Define tf; = ¢P. Then 1/J E C (w), and from 
c 

(3. 1.12) we have 

Utf;IILoo(Q) s 1 + £'. (3.1.13) 

Furthermore, using (3. 1. 11) we get 

But this implies that 

IB gh dx s Jw gtf; dx + £. 

This last inequality together with (3.1.7), (3.1.8), (3.1.9) and 

( 3. 1. 13) give 

J lgl dx s 4£ + (1 + £' )Ugn; 
Q 

Finally, letting £ ~ 0, we obtain 
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-
llgllx ::: I lgl dx ::: llgllcJ?, 

Q 

and this completes the proof. 

EXAMPLE 3. 1. 2. Let X be the Banach space over !R consisting of all 

functions f E c1
(!R) such that f and f' are bounded on !R, together with 

the norm 

llfi!X =max {llfi!Lco(!R) , llf'I!Lco(!R) }. 

Taking Y = L
1

(!R) and the product 

[ f, g] = I f g dx, 

it is a simple matter to verify that (X,Y;[•, •]) is a P-space. 

Let us consider the points in !R 

a0 = 0, ak = 1 + (112) + ... + (1/k), and a_k = -ak' k = 1, 2, ; 

and let cJ? be the closed subspace of X consisting of all f E X such 

LEMMA 3. 1.4. The following holds: 

(i) cJ? is a test space for L
1

(!R). 

(ii) There is a positive constant C such that 

llflly ::: Cllfllx , for all f E <P. 

PROOF. (i) Let g E L
1

(!R) be such that [f,g] = 0 for all f E <P. Letting 

CXl 
Ik = (ak-l'ak), then we have [¢,g] = 0 for all ¢ E Cc(Ik). From du 

Bois-Reymond lemma it follows that g = 0 a. e. on I k' Therefore g = 0. 

(ii) Take an f E <P, and let x E Ik. Since f(ak) = 0, from the 

mean value theorem we have 

X E I k' 

and hence 
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I lfl dx = 

- -
PROPOSITION 3. 1. 5. The norms II ·II X and II •II cp are not equivalent. 

PROOF. Consider the sequence {gk} in L 1 (~) defined by 

gk(x) = 1, if lxl ~ k, gk(x) = 0 if lxl > k. 

From (ii) of the previous lemma, this sequence is bounded under the 

norm 11·1/cp . Nevertheless, we are going to show that it is not bounded 

under the norm II • II X . 

Fix an¢ e C00(~) such that, 0 ~ ¢ ~ 1 and¢- 1 on [-1,1]. Let 
c 

¢ .(x) = ¢(x/j), j = 1, 2 . ... ; and observe that 
J 

ll¢}x ~ ll¢11x , J = 1, 2, ... 

If {gk} were bounded under the norm II ·II X , then from the previous 

inequality it would follow that the set 

{1 I ¢ jgk dxi : j, k e [N } 

is bounded. But, this is not the case, since 

J 
I ¢ .g.. dx = I ¢ . dx = 2j. 

J J . J -J 

3.2 \leak Extension of' Operators in the Class tg/<fl 1 W): The Normed Case. 

Let (X, Y;[•, •]) be a P-space, where X is a normed space with norm 

11"11. In Y we consider the negative norm 11·11 induced by X. Let L e 

'€/<P, w), where <P s; X and w s; Y are test spaces f'or Y and X 

respectively. Then we have 

* [ L¢ I t/J] = [ ¢I L t/J L ¢ E <fl 1 t/J E W. (3.2.1) 

Using the definition of I : X ---7 Y', we can rewrite identity 

(3.2.1) as 
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,. 
<~,IL¢> = <L ~.I¢>, ¢ E <l>, ~ E IJI. 

Taking into account the identification I : X -7 Y', we write the 

previous equality simply as 
,. 

<~,L¢> = <L ~,¢>, ¢ E ell, ~ E W. (3.2.2) 

Formula (3.2.2) provides us with a way of "extending" L to the whole 

dual Y'. Given y' E Y', we define the linear functional 

by 

L._;J' : w --7 1K 

* <~,LwY'> = <L ~,y'>, 

From (3.2.3) it follows that 
,. -

I<~,L.;'>I ::sIlL ~II lly'll, ~ E IJI, y' E Y'. 

* * 

(3.2.3) 

(3.2.4) 

Hence, if we denote by La the restiction of L to IJI, and if we take 

* * into account that La : V(Y;La) --7 Y is a continuous linear operator 

(e.g. (1.2.5)), from (3.2.3) and (3.2.4) we have 

y' E Y'. 

Therefore, the linear operator 

(3.2.5) 

is also continuous. The operator L is called the weak extension of L. 
w 

To see that indeed L is an extension of L via the identification w 

x --7 Ix, we must check that the following holds: 

L Ix = ILx, 
w 

X E D(L), 

More generally, we have the following result. 

LEMMA 3.2. 1. L Ix = JLx, for all x E D(L). 
w 

PROOF. Let x E D(L). From (2.2.2), (3. 1.3) and (3.2.3) we obtain 

.._, * 
<~,L Ix> = <L ~,Ix> = [x,L ~] = [Lx,~] = <~,JLx>, 

w 
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If 
PROPOSITION 3.2.2. Given f e [V(Y;L0JJ', there exists y' e Y' such 

that 

L,.,Y' = f, 

if and only if there is a positive constant C such that 

If 

IlL 1/JII ~ CI<I,IJ,f>l for all 1/J e '*'· 

PROOF. Let y' E Y' be such that L,j'' = f. Then 

If 
<1/J,L~_;y'> = <L 1/J,y'> = <1/J,f>, 

and so 

If -

1/J E 'If, 

I <1/1 ,f> I ~ II L 1/111 II y' II, 1/1. e. '*' ~ 

(3.2.6) 

Let us assume now that there exists a positive constant C such 

that (3.2.6) holds. Define the linear functional 

as 

1/J E 'If. (3.2.7) 

From (3,2,6) it follows that y' is well defined, and it is continuos 

If 
on R(L

0
). By Hahn-Banach theorem, we can extend y' to all of Y in a 

continuos way, and from (3. 2. 7) it is clear that L,.,Y' = f. 

In order to keep the notation as simple as possible, from now on 

we wi 11 use the same symbo 1 L to denote the operator and its weak 

extension L as we 11. It wi 11 be · clear in the context to which 
w 

operator we are reffering to. 

If 
Using the fact that the weak extension Lw of L, is the dual of L0 

(cf. (3.2.5)), it is interesting to note that several properties of L 

(i.e., one-to-one, onto, closed range, etc.) cari be formulated in 

·>O!f 
terms of L0 (cf. Dieudonne and Schwartz, pp. 90-93). 
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REMARK 3.2. 1. Let bE X. Using Proposition 3.2.2, we see that if there 

~ 

exists C > 0 such that IlL 1/111 ~ Cl[b,,Pll, for all 1/J E Ill, then the 

equation Lx = b has a weak solution in Y'. This fact suggests the 

convenience of considering in the test space Ill "very strong" norms, 

and also how suitable is to have "very small" test spaces. In sections 

4. 2 and 4. 3 we will see th~t, under certain conditions, it is 

possible to equip the test space Ill with an increasing family of norms. 

4. Spaces of Distributions Associated to 

Operators in the Class ~2 (~,'ll). 

In the previous section, we defined the weak extension L for a 
w 

linear operator L E ~l(~,'l!). A characteristic feature of this 

situation is that, in general, L cannot be iterated. 
w To have the 

advantage that L and all of its iterates be defined in certain space, 
w 

which we want to include X, we must impose certain additional 

properties on the operator L. This is the object of study in the 

remaining sections of this chapter. 

4.1 The Dual of a Locally Convex Metrizable Space. 

Consider a locally convex metrizable space X. Let T = {p£} be an 

increasing family of semi-norms generating the topology of X. Denote 

by Xg = (X, Pg), the space X together with the locally convex (not 

necessarily Hausdorff) topology generated by the semi-norm Pg . The 

next result follows immediately from the definitions. 
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LEMMA 4.1. 1. Under the situation described above, we have 

X' U X£· 
e 

Proceeding as in the case of normed spaces, it results that 

II ¢11 e = sup { I <x, ¢>I : P/ x) :S 1 } J ¢ E X£ , 

defines a norm on X£. Also, under this norm, X£ is a Banach space, and 

X EX, ¢ E X£· (4.1.1) 

LEMMA 4.1.2. We have the following continuous inclusions 

Xl ~ . . . ~ X£ ~ X£.:;. 1 ~ . • . ~ X~ 

PROOF. From condition Pe, :S Pg+ 1 ' it follows that Xl+
1 
~ Xt , and 

hence X£ ~ X£+ 1. Now we fix t , and we are going to show that 

X£ ~ X~. Let {¢k} be a sequence in Xf_ such that 

(4.1.2) 

Let B be a bounded subset of X. Then, from (4. 1. 1) and .(4. 1.2) we have 

¢k ~ 0 uniformly on B. This shows that ¢k --7 0 in X~. 

EXAMPLE 4.1.1. Consider the P-space given in Example 2.3.5 with 

1 :S p < ro. Let {Kt} be a sequence of compact sets such that 

Kt s;; int Kf.+ 1 and n = U Ke 
e 

For u E L~ac(Q) consider the semi-norms 

P/u) = { J lulp dx , }

1/p 

Kg 

and let xe = (X,pt)' e = 1, 2, •... 

Let 

(4.1.3) 

(4. 1. 4) 

Then, Ye is a Banach space. Given v E Yl' it is clear that Jv E Xf_. 
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Using the usual identification between Lp(Ke) and LP(Ke), one verifies 

that J : Ye ----7 Xe is an isometric isomorphism (see the Appendix). 

4.2 Spaces of Distributions for Operators in the Class ~2 (~,~). 

Let (X, Y; [ •, ·]) be a P-space, and let cp = {pe} be an increasing 

sequence of semi norms generating the topology of X. Let Xe = (X, pe), 

-1 
and Ye = J (Xe), where J : Y ----7 X' is the canonical identification 

of Y in X'. We equip the space Ye with the negative norm 

llyll e = IIJylle =sup {I [x,y] I : PJ/X) :$ 1 }, 

Then Je = Jl Ye : Ye ----7 Xf. is an isometry, and 

(4.2.1) 

Furthermore, when J(Y) = X', Ye together with the norm 11·11 e results a 

Banach space. 

We say that a linear operator L on X belongs to the class 

e = 1, 2, .... (4.2.2) 

REMARK 4.2. 1. Given a family of linear operators 2 = {L
1

, ... ,Ln} on X, 

there is a natural way of looking for spaces <I> and w satisfying 

condition (4.2.2). For example, we can take 

<I> = n D(L ). 
0 0 

It is clear that ci> in an 2-invariant subspace of X. If ci> is a test 

space for Y, then 

* w = n D(L ) , 
0 0 

* is an 2 -invariant subspace of Y. 
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EXAMPLE 4.2.1. Let us consider the P-space X= L~ (!Rn), y = L
00

(!Rn) 
~ac c 

(cf. Example 2. 3. 5), Then, it is a simple 

matter to verify that the linear operators of the form L = a( x)acx., 

ro n 
where a E C (!R ), belong to ~2 (~,~). 

Returning to our original discussion, let !£ = {L
1

, ... , Ln} be a 

* family in the class ~i~· ~). For e fixed, 

family of operators 

let us denote by !£ e the 

* L J : ~ (\ Ye s;; Ye ~ Ye, j = 1, 2, ... , n. 

Consider the family of spaces 

.e = 1 J 2J_ • • • j 

and let 

ii!e = -~ (\ Ye. 

In ~./!. we consider the topology induced by the locally convex 

+ro * . 
metrizable space V (Ye,· !£e)·· 

From Lemma 4.1.2. we have ii!e ~ ~.£+ 1 ' and from (1.3.11) it 

follows that 

Also, from Lemma 4. 1.1 we have 

e = 1, 2, . . . . 

ii!=U~ 
e e 

(4.2~4) 

Let us consider in ii! the inductive limit topology defined by the 

inc erasing sequence of locally convex Hausdorff spaces ~ e ~ ~ ./!.+ 
1

. 

The next result will show that this topology turns ~ into a locally 

convex Hausdorff space, which is simply referred as the test space~ 

This test space will be denoted by ~(X;!£) or, when the context ·is 

clear, simply by ~. 
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LEMMA 4.2.1. Let!£ be a finite family of operators in the class 

~ / <P, 1¥) . Then 

(i) The canonical identification J 

(ii) ~(X;!£) is a Hausdorff space. 

~(X;!£) --7 X' is continuous. 
s 

PROOF. (i) From the properties of the inductive limit, it is 

sufficient to show that J : ~./!.. --7 X~ is continuous for every f.. For 

this, let us note that J can be expressed as the composition 

J 

>J!e ~ y./!. ~ Xl ~X~ . 

From (4.2.4), the definition of 11·11./!., and Lemma 4.1.2, it follows that 

the composition is continuous. 

(ii) It is immediate from the fact that J is one-to-one , and X' 
s 

is Hausdorff. 

REMARK 4.2.2. We want to point out that condition (4.2.2) depends on 

the family of seminorms defining the locally convex topology of X. 

Indeed, it is enough to recall that Xe = (X, pe), and that Y.e = 

J-l (Xe). Nevertheless, if another family of semi norms generate the 

same locally convex topology on X, under which also!£~ ~2 (<P,~), then 

it is not difficult to check that the corresponding test spaces 

coincide. 

* PROPOSITION 4.2.2. If J(Y) = X', and~ = n D(L ), then each 
0 0 

is a 

Frechet space. 

PROOF. Let {~k} be a Cauchy sequence in ~e· Then {L0~k} is a Cauchy 

sequence in Y.e, for each subindex 0 . Since J(Y) = X', each Y.e is 
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complete, and hence, there exist y E Ye , y
0 

E Ye, such that 

1f 

~k ~ y, La~k ~ Ya· 
1f !f 

Being each L. 
J 

He have y E D(L ) and 
0 

1f 
L y = ya, for 
a 

each a· Thus, 
1f 

y E n D( L ) = 1¥, 
a a 

Later, He are going to give examples Hhich shoH that the test 

space 'l'(X; !e) does not necessarily· has to be complete. Applying the 

theory of inductive limits, He can see that several properties of the 

spaces we are inherited to the test space 'l'(X;!e). In particular, since 

each 'l'e is·a locally convex metrizable space, we have the following 

PROPOSITION 4. 2. 3. The test space w(X; !e) is bornological. 

Given a nonnegative integer m arid a = Cr
1

, 

1f 
in Section 1.3 , we Hill use the notation L 

0 

(m) a ) e I , as m n 
1f 

L . 
om 

PROPOSITION 4.2.4. For each positive integer m and 0 E In(m), the 

linear operator 

1f 
L 'l'(X:!e) ~ W(X;!e) 

0 

is continuous: 

PROOF. From the properties of the inductive limit, it suffic.es to show 

!f . 

that each L
0 

: we ~ W(X;!e) is continuous. Since we ~ W(X; !e), from 

condition (4.2.2), _it suffices to prove the continuity of each 

!f 
L

0 
: w.e ~ w.e. But· this is immediate from the definition of w.e and 

(1.3.12). 
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The dual of the test space ~(X;t), is called the space of 

distributions corresponding to the family t and the space X. 

PROPOSITION 4.2.5. The space of distributions ~(X;2)' is complete. 

PROOF. It is immediate from Propos it ion 4. 2. 3, and the fact that the 

strong dual of a borno logical space is always complete (Bourbaki, p. 

12). 

PROPOSITION 4.2.6. Let u : ~ ~ ~ be a linear functional. Then, u is 

a distribution if and only if for every l = 1, 2, ... , there exist Cg 

and mg e N, such that 

(4.2.5) 

PROOF. From the properties of the inductive limit, u is continuous if 

and only if each restriction u : ~g ~ ~ is continuous. Since ~g is a 

locally convex metrizable space, whose topology is generated by the 

increasing sequence of norms 

~ 

II tjlll w~ = max { II L t/111 : [ o l :::: m } , .;:_ ,m o 
the continuity of u : ~e ~ ~ is equivalent to the condition (4.2.5). 

Let us recall that in Section 3.1 we defined for each x e X, the 

linear functional Ix : Y ~ ~ by 

< y, I x> = [ X, y], 

PROPOSITION 4. 2. 7. The following holds: 

(i) Ix e ~(X;2)', for each x eX. 

(ii) I X ~ ~(X;2)' is continuous. 
s 

y E Y. 

PROOF. (i) This is an immediate consequence of (4.2. 1), and the 
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previous proposition. 

(ii) Let {xk} be a sequence such that xk ~ 0 in X. We must show 

that Ixk ---7 0 in iT!( X; .P) ~- From the definition of strong topology, 

this is equivalent to show that Ixk ~ 0 uniformly on each bounded 

subset of iJi(X;2). Let then B be a bounded subset of iJi(X;2). From Lemma 

4. 2. 1, J( B) is a bounded subset of X~. Let us pick a sequence {r k} of 

positive numbers satisfying rk ~ +oo and rkxk ~ 0 in X. Then, by 

definition of the strong topology in X', there is a C > 0 such that 
s 

(k = 1, 2, ... ), 

for all ~ E B. This implies that Ixk ~ 0 uniformly on B. 

Since iJi is a test space for X, the correspondence I : X ~ Y' is 

one-to-one. This will allow us to identify X with I(X) ~ iJi(X;2)'. As 

in the classic case, the distributions of the form Ix where x e X, 

will be called regular distributions. 

The next result shows that in most cases of interest, there 

allways are distributions which are non regular. 

PROPOSITION 4.2.8. Let (X, Y;[•, •]) be a P-space, where X is a Frechet 

space, and 2 = {L
1

, ... , Ln} is a family of operators in ~2 (~,iJi). If 

the identification I : X~ iJi(X;l)' is onto, then each of the linear 

operators L
1

, • • • I L is continuous. 
n 

PROOF .. Let x e X. From propositions 4. 2. 4 and 4. 2. 7 it follows that 

the linear functional u : iJi(X;2) ~ ~. given by 

* <~,u> = <L .~,Ix>, 
J 

is continuous. By our hypothesis, there exists a z e.X such that 
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"' <L .~,Ix> = <~,Iz>, 
J 

or equivalently, 

* [x,L .~] = [z,~], 
J 

This last fact, together with (2.2.2) show that x E D(L .) and L.x = z. 
J J 

Thus D(L.) =X, and applying Proposition 2.2.3 we obtain the result. 
J 

From conditions (4.2.2), it is easy to check that for 2 {L
1

, 

• • • I 

where 

L } 
n ... ' 

* [L x,y] = [x,L y], 
a aap. 

0 ) E I (m) we have 
m n 

X E tP, J E W, 

a ap. = (am' ... ' a 1 ) 

If u e lfi', we define the linear functional 

L u : \f! ----7 IK, 
a 

in the weak sense (or in the sense of distributions), as 

* <~,L u> = <L ~,u>, 
a aap. 

Proposition 4.2.4 implies that L u e \f!(X;2)'. a 

(4.2.6) 

(4.2.7) 

(4.2.8) 

If X EX, then from Proposition 4.2.7 we know that Ix E w(X;2)'. 

In this case we write L x instead of L Ix, and we interpret L x in the a a a 
weak sense. Thus we have: 

if 
<~, L x> = [ x, L ~], 

a a.ap 
(4.2.9) 

The next result is clear. 

PROPOSITION 4.2.9. The following holds: 

( i ) The weak extension L a 
\f!(X;2)' ----7 lfi(X;2)' is the dual operator 

* of L \f!(X;2) ----7 w(X;2). 
a ap. 
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(ii) If x E D(L ), then L Ix = IL x, where L is the maximal closed 
'if 'if 'if 'if 

extension of L . 
'if 

(iii) If 'if = ((fl' 'if ) E I (m) 
m n ' then L =. L ... L in the weak 

'if 'if 1 'if m 
• • • I 

sense. 

Let u e ~(X;l)' and 'if E I (m). We say that L u belongs to X, and 
n 'if 

\ole write L u e X, if there exists a z e ·X such that L u = Iz. This is 
'if 'if 

equivalent to the condition 

* <L ~,u> = [z,~], 
'if.ap. 

~ E 1¥. 

If this is the case, we write L u = z. 
'if 

such that 

1f 
[X' L .~ l = [ z, ~ L .. ~ E 'I'. 

J 

From (2.2.2) we obtain the desired result. 

(4.2. 10) 

PROPOSITION 4. 2. 11. If the test space 'lr(X;2) is reflexive, then <I? is 

dense in the space of di stri but ions ~(X; 2)' . 
s 

PROOF. According to Lemma 1. 1.1, it is enough to note that <I? is total 

in 'lr(X;l)'. 
s 

" 

Using- the same argument as ih the proof . of the previous 

1f 
proposition, we see that <I? is allways weak -dense in 'lr(X;l)' 

s 
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EXAMPLE 4.2.2. Let 0 be an open nonempty subset of ~n. According with 

Example 2.3.5, let us consider the P-space X = L~ (0), Y = L
00
(0). 

<..OC C 

Using the same no tat ion as in Example 4. 1. 1 with p = 1, p' = oo, we 

assume that X is equipped with the family of semi-norms {pe} given by 

(4.1.4). 

Then, we know that J Yt ----7 Xf. is an isometric isomorphism, 

where 

-1 00 
y = J (X') = { v E L (0) e e supp(v) ~ Ke }. 

Thus, for ~ = ~ = C00
(0), we have 

c 

~f. = { 1/J E C~(O) : supp(I/J) ~ Kg } • 

From this it follows immediately that the family of operators 

a= { ~x1' .. . , ~xn }, 

00 00 
~2 (C (O),C (0)). 

c c 
belongs to the class 

Also, 1/Jk ----7 1/J in ~e is equivalent to 8ai/Jk ----7 Bal/1 uniformly on 

the compact set Kl, for every multi-index a. Therefore 

~(L~ac(O);B) = ~(0), 

the space of test functions on 0 with the Schwartz topology; and 

~(L~ac(0);8)' = ~(0)', 

the space of distributions on 0. 

REMARK 4. 2. 3. The previous result, naturally leads us to ask the 

question that if changing the space L~ (0) by L~ (0), 1 < p:::: oo, 
<..OC <..OC 

this will yield another space of distributions. Surprisingly, it 

happens that 

~(L~ac(0);8) = ~(L~0c(0);8), 1 :::: p:::: oo. 

Indeed, from L~ (0) ~ L ~ (0) it follO\:IS that 
<..OC <..OC . 

~(L~ac(0);8) ~ ~(L~0c(Q);8). 
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-~-------·--------~~------- - ------~----- -~------~- --- --- ------------------------ .. 

NoH, being ifl(L~0/D.);8) the inductive limit of the spaces ifle, in 

order to obtain the other continuous inclusion it is enough to shoH 

that ifle ~.ifl(L~ac(D.);8). According Hith Example 4. 1. 1, we know that 

1/lk ---7 1/1 in ifle is equivalent to 8al/Jk ---7 8al/J in the Lp( Ke)-norm for 

every multi-index a. But the Hell knoHn Sobolev' s immersion theorem 

(Adams [1], p. 97) says that rJD'P(IRn) ~ BC(IRn) if mp > n; where 

BC(IRn) is the space of bounded continuous functions on IRn. From this 

it folloHs that 1/Jk ---7 1/J uniformly on Ke. 

Going back to our initial context, let !f. = {L
1

, ... , Ln } be a 

family of operators in the class ~ici>, if!). Let us consider a linear 

operator L : D( L) s;; X ---7 X, D( L) = D( L 
1

) n ... n D(Ln), of the form 

L = L a L 
[o]::::m o o 

(4.2. 11) 

Hhere a
0 

e IK. Then L e ~ici>,i¥), and its maximal closed extension is 

defined in the obvious way. 

PROPOSITION 4.2. 12. Let L be an operator as in (4.2.11). Then: 

(i) 'iJ!(X;!f.) ~ iJ!(X;L), 

(ii) iJ!(X·L)' ~ ifl(X·!I!.)'. 
I S I S 

PROOF. (i) Since iJ!(X;!I!.) is the inductive limit of the increasing 

sequence of spaces {iJ!/X;!f.)}, it is enough to shoH that each inclusion 

i¥gCX;!f.) ---7 ifl(X;L) is continuous. But since we have the. continuous 

inclusions i¥/X,·L) ~ iJ!(X;L), then it is sufficient to establish 

the continuity for each one of the inclusions iif/X;!I!.) ---7 iflf_(X;L). 

So let {yk} be a sequence such that yk ---7 0 in ifle(X;!f.). Then 

* L
1

yk ---7 0 in ifle(X;!I!.), for every subindex 0 . (4.2. 12) 
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Jf m 
Taking into account that ( L ) 1 m = 01 11 ••• 1 is a linear combination 

Jf 
of operators of the form L , from (4.2. 12) it follows that 

0 
Jf m 

(L ) yk ~ 0 in 'YI/X;L) 1 m = 0 1 1 1 ••• ; 

and hence that yk ~ 0 in 'Y!l(X;L). 

(ii) It is immediate from (i). 

4.3 Spaces of Distributions for Operators in the Class ~2(~ 1 'Y!): The 

Norrned Case. 

In this section He want to discuss some questions related to the 

space of distributions ~(X;£)', when X is a normed space. 

Let (X 1 Y1 [• 1 •]) be a P-space, where X is a normed space with norm 

11•11. In Y we consider the negative norm 11·11 given by (3.1.1). Let ~ 

and~ be test spaces for Y and X respectively, and let 2 = {L 11 ••• 1 

Ln} be a family of operators in the class ~/~' ~). In this context, 

condition (4.2.2) assumes the simpler form 

~ 

L .(~) ~ ~ 1 L .(~) ~ 'Y!1 

J J 
j = 1, ... , n. (4.3.1) 

~ 

Let us denote by !£ the family of closed operators (cf. Lemma 

3.1.1) 

~ ~ 
L.: D(L.)~Y~Y, 

J J 
j=l, ... , n. 

Next we form the family of spaces 

m ~ 
V (Y;!£ ), m = 0, 1, ... , +oo. 

m * According to (1.3.6) the norm on V (Y;!£ ), m < +oo, is given by 

* -II yll (/}~ = max { IlL yll : [ o l :s m } . 
.1.- , m o 

Then 

II yll u/ :s II yll (/}~ 
1 

1 
.1.- ,m .1.- ,m+ 

m+l ~ 
y E V (Y; !£ ) . 

From condition (4.3. 1) we have 

m ~ 
~ ~ V (Y; !£ ) , m = 0 J 11 ••• 1 +oo; 
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so we can define form= 0, 1, .. . , +ro, 

+ro * In this case, the test space 1¥ f: V (Y;!f. ) is metrizable, and its 

topology is generated by the increasing sequence of norms 

{II • II w* : m = 0, 1, . . . } . 
.I.. , m 

Since 'it is dense +co * in V (Y;!f. ), fron Hahn-Banach theorem it follows 

that 

ll!(X;!f.)' +co * ' = V 
0 

(Y;!f. ) . (4.3.2) 

REMARK 4. 3. 1. +co * If the locally convex metrizable space V 0 (Y; !f. ) is 

separable (from Corollary 1.3.6 (ii), this will happen if Y is 

separable), then 

+ro * 
ll!(X;!f.)~ = V0 (Y;!f. )~ , 

(Grothendieck, p.62, Corollary 4). 

REMARK 4. 3. 2. Let us suppose that Y, under the negative norm, is a 

Banach space. Consider the increasing :family of norms II •II !f.* m , m E IN, 
• 

on the space V~(Y;!f.*). Since each of the spaces Vm(Y;!f.*) is complete, 

and Vm(Y;!f.*) ~ Y, it is a simple matter to check that V~(Y;!f.*) is a 

"countably normed" space in the sense of Gelfand-Shilov ([6], p.l2). 

* . 
-Therefore, w(X;!f.)' = V~(Y;!f. )' is also a space of distributions in the 

sense of these authors ([6], p.82). 

We define 

m = 0, 1, 

and denote the norm on this Banach spac·e by II ·II * . !f. ,-m 

j (4.3.3) 

From (1.3.2) and the definition of the topology on 'it(X;!f.) we have 
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(4.3.4) 

each inclusion being dense (cf. (4.3.2)). When~ is dense in Y, we have 

V~(Y;2H) = Y. From (4.3.4) it follows that 

-Q H -m H -m-1 H 
V (Y;2 ) c__7, .. ~V (Y;2 ) ~1' (Y;2 ) ~ ... ~~(X; f)'. (4. 3. 5) 

s 

PROPOSITION 4.3. 1. Under the above hypothesis we have 

00 

Y!(X;!f.)' = -m H U V (Y;2 ) . 
m=O 

PROOF. Let IJ! = (IJ!, 11•11 wH ), m = 0, 1, . Since IJ! is dense in m ~ ,m 
m H -m H 

ViY;2 ), we have IJ!~ = V (Y;2 ), and the conclusion follows from 

Lemma 4. 1. 1. 

Proceeding as in the proof of Proposition 3. 2. 2 and using the 

previous result we obtain the following 

PROPOSITION 4. 3. 2. Let L be a linear operator on X of the form 

(4.2.11). Given be X, the equation Lu = b has a solution in the sense 

of distributions u e IJ!(X;2)' if and only if there exists a nonnegative 

integer m and a positive constant C, such that 

H 
IlL ljJIJ(f)H ~ Ci[b,ljJ] I, 

~ ,m 1/J E IJ!. 

-m H 
In this case we have u e V (Y;2 ). 

-m H -m-k H 
PROPOSITION 4.3.3. If u e V (Y;!£) and [0 ] = k,then L u e V (Y;2 ). 

0 
H 

PROOF. Since for every 1/J e IJ! we have <ljJ,L u> = <L 1/J,u>, then 
o o ap 

H 
I <1/J, L u> I :::: II L ljJII wH II ull wH :::: llljJII wH kll ull wH , o o "'- , m "'- , -m ~ , m+ "'- , -m ap . 

for all ljJ e IJ!. The result follows from the fact that IJ! is dense in 
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. n 

EXN1PLE 4.3. 1. Let Q be a nonempty open subset of~ , and consider the· 

P-space described in Example 2.3.6. Then, it is clear that the family 

a= {a/ax
1

, ... , 8/8xn} belongs lo the class ~2 (~,w). 

If Q has finite measure, then the same argument given at Remark 

4.2.3, shows that 

~(Lp(Q);8) = w(L 1(0);8), 1 :S p :S oo, (4.3.6) 

algebraically and topologically. 
. n 

If Q = ~ , then (4.3.6) is not valid, i.e., the corresponding 

topologies do not coincide. To see this, fix a ~ E c:(~n), ~ ~ 0, and 

consider the sequence 

-n 
~k(x) = k ~(xlk). 

Then, {~k} converges to 0 in W(L 1 (~n);8), but does not converges to 0 

. oo n 
in W(L (~ );8). 

Next we are going to see that every distribution in w(LP(~n),8)', 

1 :S p :S oo 1 is a tempered distribution. 

PROPOSITION 4. 3. 4. Let !f = !f(~n) be the SchHartz space of rapidly 

decreasing functions on ~n. and V~00(LP(~n);8) 1 1 :S p :S 00 1 1/p+l/p' = 1, 

be the closure of w = C
00

(!Rn) in V+oo(LpC~n);8). Then:. 
c 

(i) !f ~ V~00(LP(~n);8), and the inclusion is dense. 

(ii) W(Lp(~n);8)' ~ !f'. 

PROOF. (i) Let ~ e !f. Then, there exsi ts a sequence {~k} in c:(~n), 

p' n a 
such that 1/Jk --7 1/J. in !f. Since !f ~ L (~ )· and a : !f --7 !f is 

continuous, we have 
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This 

8aWk ~ 8aW in LP(~n)l for every multi-index a. 

co p' n shows that W E V
0

(L (~ );8). Analogously, one shows 

inclusion is continuous, which also is clearly dense. 

(ii) It is an immediate consequence of (i) and (4.3.2). 

that the 

EXAMPLE 4.3.2. Consider the P-space described in Example 2.3.6, with 

Q = ~n. p = 1 and p' = oo. Then, the family of operators 

a a 
!£ = { 8xz' ... , axn' Xl 1 ••• I X } I 

n 

where x. represents the multiplication by the monomial x., belongs to 
J J 

Within the context of the previous example, we have the following 

PROPOSITION 4.3.5. 

coincides with the 

n Schwartz space ~(~ ). 

The topology of the test 

topology of 'lt = C00(~n) as 
c 

space 

a subspace of the 

PROOF. Let us denote by w~ , the space 'lt together with the topology 

n induced as a subspace of the Schwartz space ~(~ ). Then, the topology 

of w~ is generated by the family of seminorms 

111/111 (3 = sup { I xaa(31jJ( x) I : x e ~n } , 
a, 

where a and (3 are arbitrary multi-indices. On the other hand, the 

topology of w = w(L 1 (~n);!£) is generated by the family of norms 

where 

* a a 
!£ ={-8xz' ... , -axn' xl' ... , xn}. 

It is clear now that w ~ w~ . The other continuous inclusion 
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iJ!:; ~ iJ!, is established just by observing that for any sub-index 0 , 

L*~ can be expressed a a sum of terms of the form xaa~~. 
0 

COROLLARY 4.3.6. Under the same hypothesis as above we have: 

(i) iJ!(L 1 (~n);f)' is the space of tempered distributions !l(~n)'. 

(ii) iJ!(L 1 (~n)·f)' = !l(~n),. 
' ·s s 

PROOF. (i) Immediate from Hahn-Banach theorem, 

( i i) Since !I([Rn) has the Heine-Borel ·property, it is separable 

(Gelfand-Shilov, p. 58). The result f.ollows from Remark 4. 3. 1. 
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CHAPTER III: ABSTRACT SOBOLEV SPACES. 

In this chapter we.are going to discuss with detail the spaces of 

m * m * the type V (Y;!£ ) and VaCY;!£ ), which appeared during the construction 

of the space of distributions corresponding to a family !£. of operators 

5. The Sobolev Spaces l;n(X; !£.) and l~(X; !£.). 

5.1 Definitions and Basic Properties. 

Let (X, Y, [•, •]) be a P-space, where X is a Frechet space. Suppose 

that ci> and llJ are test spaces for Y and X respectively, and let !£. = 

{L
1

, Ln} be a finite family of operators in the class ~i<I>,>!F). 

Then, the following holds: 

* >IF s;; D( L .) , 
J 

j = 1, ... , n, 

and 

L .(<I>) s;; ci>, 
J 

* L .('!!) s;; '!!, j=l, ... , n. 
J 

Let 

d}. = {L1' ... , L } ' n 

where L. is the maximal closed extension of L ., j 
J J 

= 

According to our development in Section 1. 3, we define 

space of order m induced by !£. in X, as 

[jll(X;!£) = ~(X;dl.), m=O, 1, •.. , +oo. 

(5. 1. 1) 

(5. 1. 2) 

1, • • • I n. 

the Sobolev 

(5. 1. 3) 

From Proposition 2.2.1 we know that each L ., j = 1, ... , n, is a 
J 

closed linear operator. Thus, from corollaries 1.3.2 and 1.3.6 we 

obtain the following 
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- 0 

--- ---- ------

PROPOSITION 5. 1. 1. Let m = 0, 1, ... , +oo. Then we have: 

(i) ~(X;l) is a Frechet space. 

(ii) If X is separable, then so it is. ~(X;:f.). 

(ii) If X is reflexive, then so it is ~(X;:f.). 

PROPOSITION 5. 1. 2. Let us assume that <I> is dense in X. Then w1
(X;2) = 

X if and only if each L. is continuous. 
J 

PROOF. It is an immediate consequence of Proposition 2.2.3. 

From (1.3.2), (1.3.11), Proposition 1.3.3, and (1.3.12) we see 

that 

and 

+oo • J[l+ 1 . Jil 
tv' (X;:f.) ~ ... ~ w (X;:f.) ~ w (X;:£) ~ ... ~X, 

L : ~(X;:£) --7 ~-k(X;:f.) is continuous, [0 ] = k ~ m. 
0 

(5.1.4) 

(5.1.5) 

If we interpret L x, x e X, in the sense of distributions (cf. 
0 

Section 4. 2), we obtain the following description for the Sobolev 

spaces . 

. ·PROPOSITION 5. 1. 3. He have 

( i) l~(X; i.) = { X E X : L X E X, [ 0 ] ~ m } , m = 0, 1, •.. 
0 

( i i ) t/00 
(X; 2) = { X E X : L X E X, [ 0] = 0 I 1, 2 I • • • } • 

0 

PROOF. (i) By induct ion on m: If m = 1, the conclusion follows from 

Le-mma 4. 2. 12. Suppose now that m :::: 1, and the conc'l usiori is true for 

m. Then, from definiton (1.3. 1) we see that 

~+l(X;!f.) = { x E ~(X; !f.) : L .X E l~(X;.:£), J' = 1, ... , n } . 
. . J 

From our induction hypothesis, this implies that 
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wn+ 1(x;:e) = { X E 

= { X E 

X 

X 

L x E X and L L .X E X, (y] s m } 
0 0 J 

L X E . X, ( o) S m+ 1 } . 
0 

( i i ) It follows immediately from (i) and the definition of 

!/00
(X;!EJ. 

LEMMA 5.1.4. Let x E wn(X;t), and 0 = (01 , ... , 0 e) be a subindex with 

[ 0 ] s m. Then x e D(L ) and 
0 

L X = L o . . . oL X, 
o o 1 oe 

where L is the maximal closed extension of L 
0 0 

PROOF. Let us note first that, due to conditions (5.1. 1) and (5. 1.2), 

we have L
0 

E ~/til,'±'), an hence 

* * defined. Since L .('±') ~ '*' ~ D(L .), 
J J 

( L o ... , oL X, 1/J) = (X, 
o 1 ol 

This gives the desired result. 

its maximal closed extension L 
0 

we have for 1/J e '±': 

* = [x, L tj;]. 
oo.p 

From conditions (5. 1.2) we see that 

til ~ ifl(X; t), m=O, 1, ... , +oo. 

Thus, we can define 

w:;(X; t) = closure of til in !;n(X; t), m = 0, 1, ... , +oo. 

The following properties of the spaces ~(X;t) are clear. 

PROPOSITION 5.1.5. The following holds: 

(i) ~(X;t) is a Frechet space, m = 0, 1, ... , +oo. 
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(ii) If X is reflexive, then so it is !~(X;2). 

(iii) Let x E !Jll(X;2), m = 0, 1, ... , +co. Then, x E rr;;(X;2) if and 

only if there exists a sequence {¢k} in (li, such that 

L
0

¢k --7 L
0

x in X, [0 ] ~ m. 

If in the previous result we let m = 1' then we see that 

1 s:;; D(L .), j 1, (5. 1. 6) Ti
0

(X;2) = • • • I n; 
J 

~ 

where L. is the minimal closed extension of L .. 
J J 

From (5.1.2) and (5. 1.4), we obtain: 

(5.1.7) 

0 
each inclusion being dense. When (p is dense in X, then W0(X;2) = X. 

Conditions (5. 1.2) and (5. 1.5) imply that 

L : I~(X;.V --7 ~-k(X;!e) is continuous, [0 ] = k ~ m. 
0 . 

(5.1.8). 

Furthermore, making use of Proposition 4.2.7 and (5.1.7), we see that 

lv:;(X;!e) ~ 'II(X;2)~, m = 0, 1, .. . , +co. (5. 1. 9) 

1 PROPOSITION 5.1.6. If the inclusion i :W
0

(X;2) --7 X is compact, then 

each of the inclusions 

i : ~+ 1 (X; 2) --7 ~(X;-2), 

is compact. 

PROOF .. Let {xk} be a bounded sequence in !v:;+ 1 ni;·2). From ( 5. 1. 8)' it 

follows that {L
0

xk} 
. 1 

is a bounded sequence in w
0
(X;2), for each 

subindex 0 with [a-]·.--~ m. From our hypothesis, we can ·rind a 

subsequence {xk } such that {L xk} converges in X for every subindex 
t 0 t 
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[ 0 ] :S m. Therefore, {xk} converges in ~(X;.;e). 
e 

PROPOSITION 5. 1. 7. Suppose that the inclusion i 

compact. Then: 

( i) 
+ro • 

lJ
0 

(X; !f.) has the Heine-Borel property, i.e., every closed bounded 

+co 
subset of w0 (X;!l.) is compact. 

(ii) W~00 (X;!l.) is reflexive. 

PROOF. (i) Since lJ~00 (X; 2) is a Frechet space, it is enough to shoH 

. +ro 
that every bounded sequence 1n w

0 
(X;!e) has a convergent subsequence. 

So let {xk} be a bounded sequence. According to the previous 

proposition, we can find a family of 
(m) 

subsequences {xk } 

t t {xk
(m+l)} . b f ha : 1 s a su sequence o 

(m) (m) 
{ xk } , and { x k } converges in 

+ro w
0 

(X;!l.). Now, it is 

converges in W~00(X;2). 

clear that the diagonal sequence u 
m 

(m) = X m 

( i i) Immediate from the fact that every Frechet space with the 

Heine-Borel property is reflexive (Dieudonne-SchHartz, p.79). 

5.2 The Commutative Case. 

Now He are interested in the case when !f. is a commutative family 

of linear operators on~. in the class ~2(~,~) ,i.e., here we assume 

that 

L.L.¢=L.L.¢, ¢e~, i, j=l, ... , n. 
l J J l 

LEMMA 5. 2. 1. If!!. is a commutative family, then 

~ ~ ~ 1f 

L.L. = L .L. on ~~ i, j = 1, • • • I n. 
l J J l 

PROOF. Let r/J E ~. From (5.1.1) and (5. 1. 2) we get 
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. * ~ ~ 
[ L . L .¢, 1/J] = [ L .¢, L .1/1] = [ ¢, L .L .1/J], 

l J J l J l 
¢ E <P. 

Interchanging the roles of i and j, from the previous we obtain 

~ ~ ~ ~ 

[¢,L.L .1/1- L .L.i/J] = 0, 
l J J l 

¢ E cp, 

Since <P is a test space for Y, the result follows. 

Given a commutative family of operators l = {L
1
, .. . , Ln}, it is 

convenient to employ the multi-index notation as follows: Letting 

L = ( Ll, ••• J L ), if IX = ( IXl' ••• J IX ) ·is a multi-index, then He n n 

define 
cx.l IX 

LIX = Ll L n 
(5.2.1) n 

whenever the composition is defined. If a is a multi-index, then as is 

usual, ia.l = cx.
1 

+ ... + IX, 
n Hill denote its height. 

Returning to our original problem, let L = (L
1

, ... , Ln). Then, 

from (5. 1. 1) and (5. 1.2) He have 

<P f D(Lcx.) and~ f D((L~)cx.). 

From the prev_ious lemma we see that 

(LIX/1/J = (L~)IXI/J, (5.2.2) 

* * Hhere L = ( L 
1

, L* ). From this it folloHs that Lex. E ~1 (<P, '¥), and n 

hence that its maximal closed extension Lex. is defined. 

LEMMA 5.2.2. Let X E D(L~) f X. Then, x E D(La.L~) if and only if x E 

a+~ ex. ~ ex.+~ D(L ), and in this case L L x = L x. 

PROOF. According to (5. 2. 2) and the previous lemma, we observe first 

that 

(La+~)* = (L*)a.+~ = (L*)~(L*)a. = (L~)*(Lcx.)~ on ~

Suppose now that.x E D(Lcx.L~). Then, fo~ if; E '¥He have 
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[x, (Lex+f3/I/J] = [x,(L{3)~(Lex)~I/J] = [ L{3 X, (Lex/ 1/1] = [LexLf3x,I/Jl. 

Thus, X E 
ex+{3 ex+{3 

D(L ) and L x = L exLf3x. 

Ifx E D(Lex+f3), then for 1/J E .w we have 

[Lf3x,(Lex/I/J] = [x,(L{3)~(Lex)~I/J] = [x,(Lex+{3)~1/J] = ex+{3 
[ L x, 1/J]. 

ex {3 ex {3 ex+{3 Therefore x E D(L L ) and L L x = L x. 

Letting lex! = lf31 = 1 in the previous lemma, we find: 

L .L .X = L .L .X, 
~ J J ~ 

x E D(L.L .) n D(L.L.). 
~ J J ~ 

(5.2.3) 

Making use of (5. 1. 3), Lemma 5. 2. 2, and (5. 2. 3) we obtain the 

following characterization of the Sobolev spaces when 2 is a 

commutative family (compare with Proposition 1.3.3 (i)). 

PROPOSITION 5.2.3. If 2 is a commutative family, then: 

(i) ~(X;2) = n { D(Lex) 

(ii) W+ 00(X;2) = n {D(Lex) 

lexlsm}, m = 0, 1, .... 

lex! = 0, 1, ... }. 

where 

Utilizing the notation of Section 1.3, we have 

~(X;2) = V(X;d ), 
m 

ex d = { L : lex! :::: m }, 
m 

m = 0, 1, . . . . 

Finally, from Lemma 5.2.2 we see that 

ex {3 ex+{3 
L L X= L X, X E ~(X;2), 

where I ex+f31 :::: m. 

(5.2.4) 

(5.2.5) 

EXAMPLE 5.2. 1. Consider the P-space described in Example 2.3.5. Then 
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a= {a/ax
1

, ... , a/axn} is a commutative family in the class ~2 (~.~). 
Also, it is easy to see that 

6. The Banach-Sobolev Spaces. 

In this sect ion we continue the study of the abstract Sobolev 

spaces, under the aditional hypothesis that the underlying space X is 

Banach. Such spaces will be called Banach-Sobolev spaces . 

. -m 
6. 1 The Spaces !i (X; i). 

Let X be a Banach space with norm II •II, and let (X, ¥ 1 [ • 
1 
•]) be a 

P-space. Suppose that ~ !; X and 1J.i !; Y are test spaces for Y and X 

respectively, and let i = {L
1

1 

the class ~i~1'l'). 

... ~ L } be a family of operators in n 

Since X is a Banach space, from (1.3.6) we see that the norm on 

the Banach space ~(X;2) is given by 

II xll w = max { II L xll : [ o] ::: m } 1 

.L1 ID o m =:. 01 1.1 ••. (6.1. 1) 

According with (5.2.4)!· when 2 is a commutative family, the norm 

II xll w = max { II L axil : I a I ::: m } 1 

.L1m 
m = 0, 1, ... , (6.1.2) 

is equivalent to the norm (6.1.1}~ 

EXAMPLE 6. 1. 1. Consider the P-space described in Example 2. 3. 6. -- Then 

a = { a1ax
1

, · •.• , a/axn } is a family of operators in the class 

~2 (~,~), where ~=II'= c:(Q). It is easy to check that 

rJD(Lp(Q);a) = l~1 P(rl), 

where ~1 
p(r2) is the usual Sobol_ev space of order m. · According to 
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Proposition 5.1.1, kfl'P(r2) is a Banach space. Also, from Corollary 

1.3.2 (iii), kfl'P(r2) is reflexive when 1 < p < oo. 

* In this case we have a = { - a1ax
1

, ... , a lax } . Thus, it is 
n 

clear that 

For m = 0, 1, , we define W-m(X; !£) as the dual space of 

lv:;(X;!i.). That is, 

together with the norm 

II ull w = sup { I <x, u> I : II xll w :::: 1 }, 
~,-m ~,m 

-m u E W (X;!£). (6.1.3) 

It will be convenient to consider also the space 

(6.1.4) 

If we identify Y with J(Y) ~ w-0
(X:!£) (= !l~(X;!£)'), from (3.1.2), 

and (5. 1.7), we obtain the following result. 

PROPOSITION 6. 1. 1. Form= 0, 1, ... , we have 

-m -m-1 -oo 
Y '--? . . . '--? IJ (X;!£) '--? W (X;!£) ~ • • . '--? W (X;!!!.). 

Now, consider the closed linear operators (cf. Lemma 3. 1.1 ) 

* L. 
J 

* D(L .) ~ Y ---7 Y, 
J 

* * * j = 1 , . . . , n, and 1 e t !£ = { L 
1 

, . . . , L n } . 

* Then, the family of operators!£ belongs to the class 'G'/1{1,~), with 

* respect to the adjoint P-space (Y, X, [ •, •] ) . If Y together with its 

negative norm II ·II were a Banach space (this wi 11 be the case if J(Y) 

is a closed subspace of X'), then we have defined the Sobolev spaces 

kfl(Y;!£*) and ~(Y;!£*). So, throughout the rest of this section we 
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shall assume that J(Y) is a closed subspace of X'. 

From (1.3.2), (1.3.11) and (3.1.2) we obtain the folloHing· 

PROPOSITION 6. 1.2. If J(Y) is a closed subspace of X', then we have 

-m * -m-1 * * 
X ~ ... ~ ll (Y;f ) ~ ll (Y;f ) ~ ... ~ 'J!(X;f )'. . s 

From (5.1.7) and the previous proposition, we see that we have 

constructed a family of Banach spaces with continuous inclusions 

r , • .m0+1(X,·w) r , • .m(X w) r , ~ w_ "'- ~ wo ;.~.. _____, 

(6. 1. 5) 

If X is a reflexive space, then from Lemma 1.1.1 it follows that 4i is 

dense in each of the spaces appearing in (6. 1.5). 

Let us consider a linear operator on X of the form 

L= L: aL 1 

[o]:sm o o 
a e IK 1 

0 
[ol :s m. (6.1.6) 

An advantage of h~ving at one~s dispossal a family of spaces given by 

(6.1.5), is that this will allow us to interpret Lin different ways, 

as the following result shows. 

PROPOSITION 6.1.3. Suppose that J(Y) is a closed subspace of X'. If L 

is as in (6. 1.6), and~ e {0 1 1, • • • I m} I m = 01 1, . . . I then 

~ -m+~ • L : !v'(/X; 1.) ---7 W (Y; 1. ) , 

is a continuous linear operator._ 

PROOF. Let ¢ e 4'>. Then, for every 1/1 e 'll, we have in the sense of 
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distributions 

Using the adj()int, we can "move to the right" some of the operators L. 
J 

appearing in the compositions defining L , obtaining a expression of 
0 

the form 

* I:a [L if>,L ljl], 
0 01 02 

where [01 ] ~~and [o
2

J ~ m-~. Thus we have 

I <1/J, Lif>> I ~ NCII ¢11 w 111/111 w* , ( 6. 1. 7) 
"-,~ "- ,m-~ 

where C = max { Ia I : [ol ~ m } and N is the number of subindices 0 
0 

such that (o] ~ m. The density of 1¥ in w~r~(Y;!l), together with 

(6. 1. 7) show that we can extend L¢ to all of ~-~(Y;!f..*) in a unique 

way. Furthermore, He have 

IIL¢11 w* ~ CNII¢11 w • 
"- , -m+~ "-• m 

(6.1.8) 

We obtain in this Hay, a continuous linear transformation 

-m+~ * L : <I> --7 IJ (Y;!£ ). 

Finally, the density of <I> in w6(X;!f..) alloH us to extend L in a unique 

and continuos fashion to all of ~(X;!£). 

For an operator of the form (6. 1.7), the last result makes 

evident the importance of the sesquilinear form associated to L: 

When dealing with differential operators, this is called the Dirichlet 

form. The point here, is to study this form and to find conditions 

which alloH us to make statements about the operators described in the 

previous proposition. The next result is a simple example. 

PROPOSITION 6. 1. 4. Let m :::: 0, and ~ e {0, 1, ... , m}. Suppose that 
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----- -- ---- ---- --------------------------- --- --------~-------------

there is a constant C > 0, such that for every ¢ e <I>, ¢ * 0, there 

exists ~ E ~. ~ * 0, with 

Gil ¢11 co II ~II ro!f • J..,m .;:_ ,m-J-L (6.1..9) 

Then, the operator 

is a linear-isomorphism onto its image. 

PROOF. From (6. 1.3) and inequality (6. 1.9) we obtain 

II L¢11 coif :::: Cll ¢11 co , 
"- ,-m+J-L .~..,J-L 

¢ E ¢. 

Since L is continuous, the de:r;1sity of <P in ~(X;.V and the last 

-1 
inequality imply that L is continuous. 

-m 6.2 A Characterization of W (X;!£). 

Let X be a Banach space, and (X,Y, [•, •]) be a P-space. Throughout 

this section we shall assume that J(Y) = X'. This, in particular, 

implies that Y together with its negative norm II •II is a Banach space, 

_ and that the negative norm on X induced by Y with respect to the 

!f 
adjoint (Y, X, [ ·, ·] ) pairing, coincides with the original norm II •II on 

X. Thus, if the family !£ = { L
1

, ... , Ln } belongs· to ~i<P, ~). then 

!f 
the topology of the test space <P(Y;!£ ) is simply the topology induced 

+oo 
as a subspace of lv' 

0 
(X;!£) . . 

-m Given m E IN, we define the subspace W (X;!£) of the space of 

!f -m 
distributions <I>'= <P(Y;!£ )' as follows: W ·(X;!£) consists of all v e <I>' 

that can be written in the form 

(6.2.1) 

if 

where L z is defined in the sense of distributions (cf. (4. 2. 8)). In a a 
W-m(X;!£) we consider 
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ilvllw-m = inf 2: 
[0 ]::sm 

liz II , 
0 

(6.2.2) 

where the infimum is taken over all collections {z } satisfying 
0 

(6.2.1). 

-m -m Clearly, ll•llw-m is a seminorm on W (X;!£). For v E W (X;!£), we 

have 

* <rp,v> = <¢, L L z > = 
[o]sm o o 

Thus, 

l<¢,v>l s 11¢11 (j) 

.~..,m 

and hence 

2: 
[0 ]::sm 

liz II 
0 

rp E <l>. 

-m This inequality implies that ll·llw-m is a norm on W (X;!£). Also, from 

this it follows we can extend v in a unique way to a continuous linear 

functional on l~(X;!f.), which we denote by ~. Furthermore, it is clear 

that 

II vii w s llvllw-m . 
.~..,-m 

(6.2.3) 

~ -m 
Now, let v E W (X;!£), and let v denote its restriction to <I>. Let 

N be the number of subindices o with [ol s m, and consider the natural 

embedding 

. . .m (N) 
1 : w0CX;!f.) ~ x , 

given by i(x) = (L x; [0 ]sm). Since the linear functional v' defined 
0 

on i(~(X;!f.)) ~ X(N) by 

-1 = <i w, v>, 

is continuous, from Hahn-Banach theorem, we can extend v' to all of 

X(N) in a continuous way. Now, being the dual of X(N)a direct sum of 

the duals of X, it follows that for every subindex o with [ ol s m, 

there is a z E Y such that 
0 
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•• 0 

<¢,v> = 

and 

From (6.2.4) we have 

and from (6.2.5) 

I: 
[ol~m 

[L ¢,z ], 
0 0 

11v11 2 ,-m = I: 
[o]~m 

if 

¢ E <f?, 

liz II 
0 

v = L L z 
[o]~m oop o 

(6.2.4) 

(6.2.5) 

(6.2.6) 

(6.2.7) 

In this way, from (6.2.3) and (6.2.7), we obtain the following 

-m PROPOSITION 6.2.1. If J(Y) =X', then ll•llw-m is a norm on W (X;2), 

and under this norm, the linear correspondence 

is an isometric isomorphism. 

6.3 The Reflexive Case. 

In this section we are going to study some questions related to 

,m .. 
the Banach-Sobolev spaces w

0
(X;2), when the base space X is reflexive. 

PROPOSITION 6.3.1. W-m(X;2) can be identified with the completion. of 'It 

with respect to the (negative) norm 

111/111 w = sup { I [ x, ljJ] I : II xll w ~ 1 } , 
~,-m ~,m 

m := 0, 1, 

PROOF. Given ljJ E 'I', we define Jmljl: ~(X;2) ----7 !Kby 

<x, J 1/J> = [ x, ljJ] • 
m 

(6.3.1) 

If we take into account that J ('It) s;; r.;-m(X; 2) is total, and that 
m 

w:;cx;.V reflexive, then from Lemma .1.1.1 it follows that Jm('lt) is 

dense in W-m(X;2). Finally, from (6.1.3) and (6.3.1) it is cle~·r that 
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J 
m 

'*' ---7 J ('¥) m 
-m 

5; W (X;:£), is a linear isometry. 

PROPOSITION 6.3.2. Suppose that J(Y) =X'. Let La linear operator as 

in (6. 1. 6) amd 11 E { 0, 1, ••• , m } . Assume that there are positive 

constants cl and c2' such that 

For every¢ E ~. ¢ ~ 0, there exists W E '!', W ~ 0, with 

(6.3.2) 

For every WE '*'• W ~ 0, there exists ¢ E ¢, ¢ ~ 0, with 

I [L¢,Wll 2:: C
2

11¢11w IIWllw~ • .;:..,11 .;;. ,m-11 
(6.3.3) 

Then, 

is a linear isomorphism. 

PROOF. In view of Proposition 6.1.4, it is enough to show that L is 

onto. Now, applying (6.3.3) and Proposition 6.1.3 to the operator 

~ -~-11 ~ -11 L : w0 (Y;!£ ) ---7 W (X;!£), 

we obtain 

~ ~ 

IlL Wllw 11¢11 2 2:: I[¢,L Wll 2:: C
2

11¢1lw IIWilw~ . .;;.,-11 ,/1 J...,/1 .~.- ,m-11 

Thus 

W E '*'· 
. . ~-11 ~ Since'¥ is dense 1n w0 (Y;!£ ), from Proposition 6. 1.3, we obtain 

(6.3.4) 

· Being X a reflexive space, we can identify the operator 

with the dual operator of 

• ,JJ.( (/}) --" w-m+ll(",· (/}~) L : w0 X;.;;. -----, 1 .;;. 

Thus, from (6.3.4) the dual of L has a continuous inverse. Therefore, 

L is onto (Rudin p.97). 
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• , 0 

COROLLARY 6.3.3. Under the same hypothesis as above we have: 

( i) for every b E X, there exists a unique x E lv'6(X; 2) such that 

Lx =b. 

(ii) L-l X --7 w6(X;2) is a continuous linear operator. 

PROOF. ( i) From Propos it ion 6. 1. 2, we have X ~ lf-m+J.L(Y; 21f), and the 

result follows from the previous propos it ion. 

(ii) Since X and w6(Xj2) are Banach spaces, it is sufficient to 

-1 prove that L is closed. So let {xk} be a sequence in X, and x, u in 

X such that 

-1 
xk --7 x and L xk --7 u. 

From the definition of L we have w 

t/J E I¥. 

Letting k --7 oo, from (3.2.4) and (6.3.5) He obtain 

* [X, 1/1] = [ u, L t/1 L t/J E I¥. 

-1 From this it follows that x = Lu, that is, L x = u . 
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CHAPTER IV: THE HILBERT-SOBOLEV SPACES. 

In this chapter we are interested in the study of the Sobolev 

spaces l;n(H;!i!) and w;(H;!i!), in the very important case, when the 

P-space is given by a Hilbert space H (e.g., Example 2.3. 1). Here, we 

assume that ~ = ~. where ~ and ~ are the test spaces related with the 

family of linear operators !f.. Under these circumstances, the spaces 

lfD(H;!i!) and ~(H;!J!) will be called Hilbert-Sobolev spaces. 

7. The Gradient, Divergence, and Laplace Operators. 

7. 1 <J.IW-d.!f.' di.A!J.!£' and 1:!.!£ • 

We start this section, by pointing out the form some of the 

previous results take in the present context. 

Let H be a Hilbert space with inner product (•,•) and associated 

norm II ·II. If A s;; H, we denote the orthogonal complement of A in H by 

He A. 

According with Example 2.3.1, from now on we treat the Hilbert 

space H as a P-space. From the properties of the inner product, it is 

clear that the P-space H coincides with its adjoint P-space. Also, in 

this case, the canonical identification of H in H' is given by Riesz 

canonical identification I: H --7 H' ,i.e., 

<x,Iy> = (x,y), x, y E H. 

Since I is an isometric isomophism, the negative norm on H coincides 

with the original norm. 

Given n E N, the inner product on 

68 



(n) 
H =Hx ... xH (n times), 

and its corresponding norm, will also be denoted by (•,•) and ll·ll 

-7 respectively. If x = (x
1

, 
-7 

X ), y 
n 

( ) H(n) th = y 
1

, ... , y n e , en we 

have 

and 

n 
("t~J = I: 

j=1 

{ 
n 2 }1/2 

uiu = I llx
1

.u 
j=1 

(7.1.1) 

(7.1.2) 

Let ~ be a dense subspace of H, and consider a family of linear 

operators 2 = { L
1

, ... , L } on H, such that . n 

j = 1, ... , n. (7.1.3) 

Then, we have defined the Hilbert-Sobolev spaces 

~(H;2) and ~~(H;2), m = 0, 1, (7.1.4) 

From (1.3.7), (1.3.8) and Corollary 1.3.4, ~(H;2) and ~~(H;2) are 

Hilbert spaces under the inner product 

and corresponding norm 

llu/1 w = .;;.,m { 
2 }1/2 I: IIL

0
ull • 

[a]::::m 

Finally, let us recall that ll·llw denotes the norm on .;;.,-m 

m = 1, 2, ... 

Observe that condition (7. 1.3) implies that 

* L. E \;'2 (~,~), J . 
j = 1, ... , n. 

(7.1.5) 

(7.1.6) 

(7.1.7) 

(7.1.8) 

Thus, all the previous concepts are also defined. for the family of 

* * * operators 2 = { L
1

, ... , Ln } .. 
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PROOF. Let us start by noting that according with (4.2.9), we have 

* <¢,L .x> = (L .¢,x), 
J J 

¢ E <I?, X E H. (7.1.15) 

H 
Since L jx is cant inuous on <I? with respect to the norm II •II t, 

1
, and 

since <I? is dense in IJ;(H;t), then there is a unique continuous 

* 1 extension of Ljx to the whole of w0(H;2). Such an extension will be 

* identified with L .x. 
J 

~ H(n) 1 (i) For x e and u E w0(H;2), we have from (7.1. 15) 

<u, 

n 
= I 

j=l 

( L .u, X.) 
J J 

* n * <u,L .x.> = <u, I L .x.>. 
J J j=1 J J 

(ii) It is an immediate consequence of (i) and the definition of 

7.2 Strong Divergence and Laplacian. 

~ (n) w 'll ·t d' ~ H 'f th Let v E H . e Wl wr1 e u~2v E , 1 ere exists w E H such 

that 

(7.2.1) 

Since lJ;( H; !e) is dense in H, such a w is unique. Thus, to express that 

condition (7.2.1) holds, we write ~2? = w, and we say that ~2 is 

strong on ~ Next, define v. we 

0 = { ? e in) ~~ 2v E H } . (7.2.2) 

Then, 0 is a vector subspace of in). We consider on 0 the in11er 

product 

~ ~ ~~ (~!1!.-a'~!e?), (u,v)
0 = (u,v) + (7.2.3) 

and its associated norm 

~ 
(II tr11 2 + II dL~2-J.i12) 112 11u11

0 = (7.2.4) 
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PROPOSITION 7.2. 1. & is a Hilbert space. 

PROOF. First, let us note that 0 = V(H(n),H;~2) is the space induced 

on Jln) by the linear operator d.019.!1!. : 0. s; Jln) ~ H (cf. Remark 

1.2.1). Since H and ;/n) are complete, from Proposition 1.2.2 and 

Remark 1.2. 1, we see that only rests to show that d~!J!. is closed. So, 

let us consider a sequence {~k} in 0, such that 

-7 -7 • H( n) d _.}' -7 . H 
V k ---7 V 1n an UAA9.!J!.Vk ---7 W ln . 

Let u E 
1 

l.JaCH;!J!.). From (7.2.1) we have 

(~d2u,~k) = (u,d.019.!J!.~k). 

If we let k ---7 oo, and take into account (7.2.5) He obtain 

-7 
(~2u,v) = (u,w). 

Therefore, ~ E @ and d.019.2~ = w. 

LEMMA 7.2.2. We have 

* D(L
1

) 

-7 Also, if v = (v 
1
, • • • .I v ) E n 

dW-7 v = 2 

X ... X 

* D(L1) X 

* L1v1 + 

* D(L ) s; 0. 

... 
... 

n 

* X D(L ), then 
n 

* + L v 
n n 

n 
L 

j=1 
( L .¢, v .) 

J J 

n * n * 
=. L (¢,L .v.) = (¢, I L Y .). 

j=1 J J J=1 J J 

(7.2.5) 

(7.2.6) 

1 1 Since <P is dense in l.J
0

(H;2) arid l.JaCH;!J!.) ~ H, we obtain the desired 

result. 

COROLLARY 7.2.3. We have 

~-~~---- --
-~-- ---
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l? 1 of "' ( n) · l? Th · t · 1 l? Let o 0 be the c osure w 1n o. en, 1 1s c ear that o
0 

is 

also a Hilbert space. 

PROPOSITION 7.2.4. We have 

[li~(Hi.<.l)](n) s;; 6
0

. 

-7 1 * ( n) Also, if v = (v
1

, ... , vn) E [WaCHi.£1: )] , then 

-7 * * ~tv= Llvl + ... + Lnvn. 

PROOF. The second assertion follows from Lemma 7.2.2 and Corollary 

7. 2. 3. 

-7 1 * ( n) Now, let v = (v
1

, .. . , vn) E [WaCHi.£1: )] . Then, there is a 

-7 (n) 7 
sequence {~k} in !Jl , ~k = (¢kl' .•. , ¢kn)' such that 

7 -7 * * . ~k --7 v and L/¢ke) --7 L/v.e)j J, .e = 1, .. . , n, (7.2.7) 

ask --7 oo. From Lemma 7.2.2, and (7.2.7) we see that ¢k --7? in 6. 

Just as dL~.£1: is orginally defined in a weakly manner, then so it 

is the operator ~.£':. Let v E W
1
(Hji). We will write ~J:v E H, if there 

exists w E H, such that 

(7.2.8) 

From (7. 1. 14), this is equivalent to the condition 

(7.2.9) 

Thus, to express that condition (7.2.8) holds, we write ~J:v = w, and 

we say that ~2 is strong on v. 

Next, we give conditions under which the laplacian ~.£': assumes the 

* * strong form L
1
L

1 
+ ... + LnLn. For this, we impose a new condition on 

the family .£1: = U
1

, · .. , Ln} · 
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1f 
We say that the operator L . is L .-bounded, if 

J J 

is continuous. 

* 

1f 
L . : q, s;; 

J 

1 
lv'

0
( H; L .) ---7 H, 

.) 

LEMMA 7.2.5. If L. is L .-bounded, J = 1, . .. , n, then 
J J 

1 1 1f 
lv'iH;!f) s;; lo/iH;!f ). 

(7.2. 10) 

1 
PROOF. Let u E lo/ i H; !£). Then, there is a sequence { ¢k} s;; iP, such that 

¢k --7 u and LJ¢k 

* * Since LJ is LJ-bounded, {Lj¢k} 

is a w. such that 
J 

* 

---7 L .u, 
J 

J = 1, ... , n. 

is a Cauchy sequence in H. Thus, there 

k ---7 00, 

1f 
Being each L . 

J 
D(L .) s;; H ---7 H a closed linear operator, from all the 

J 
1 * * previous we conclude that u E W0(H;!f ) and Lju = ~~ .. 

J 

* PROPOSITION 7. 2. 6. If L. is L .-bounded, J = 1, ... , n, then, in the 
J J 

strong sense we have 

.u E ~(H;!f), 

follows from the previous lemma and Proposition 7.2.4. 

8. The Dirichlet Problem. 

Let H be a Hilbert space, iP a dense subspace of H, and !£ a family 

of n linear operators on H in the class ~i<P, <P). By the "Dirichlet 

problem", we understand to find a solution in w;(H;!f). of an equation 

of the form Lu = b, where L is a linear operator on H and b E H. 
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8.1 The Dirichlet Problem for ~2 - ~. ~ < 0. 

PROPOSITION 8. 1. 1. Let ~ < 0. Then, 

unique u E l.J
1 

( H; 2) such that 

1 given b E W (H;2), there is a 

1 
(~2 - ~)u = 0 and u - b E w

0
(H;2). (8.1.1) 

PROOF. On w1(H;2), let us consider the inner product 

(8.1.2) 

Then, its corresponding norm is equivalent to the norm 11·11 2, 
1

. Hence, 

w1(H;2) together with the inner product (•,·)~, is a Hilbert space .. 

For u E I.J
1(H;2) and v E lv;(l!;i) we have 

(8.1.3) 

According with definition (8. 1.2), from (7.1. 14) we see that condition 

1 1 (8.1.1) is equivalent to find u E b + w
0

(H;i), orthogonal to w
0

(H;2) 

with respect to the inner product (•, ·)~. Thus, if we let b = u - u
0

, 

where u is orthogonal (with respect to the inner product ( •, •) ~) to 

1 1 
I.J

0
(H;2) and u

0 
E W

0
(H;2), we obtain the desired result. 

From (8. 1.3) we obtain immediately the following 

PROPOSITION 8. 1.2. Let ~ < 0. Then, the Riesz canonical representation 

1 for the dual of W
0

(H;2) with respect to the inner product (8. 1.2) is 

given by 

1 -1 
~2 - ~ : W0(H;2) ~ W (H;2). 

In particular, for every b E w-
1
(H;2) there is a unique u E w;(H;2) 

such that (~2 -_~)u = b. 
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8.2 Adjoints of ~~ad2 , d~2 and ~£ . 

PROPOSITION .8.2.1. The adjoint of q~dt: !.J~(H;i) --7 Jln) is given by 

* -1 . 
~2 = (1 + ~t) d~t (8.2. 1) 

PROOF. Let 1: e in) and U E from 

1 
Proposition 8. 1.2, we see that there is a unique we W0(H;t) such that 

d~2'1: = (1 + ~2Jw. Thus, 

(~2u,"i:J = <u,d~~> = <u,(1 + ~2Jw> = (u,wJ 2, 1 

Since w = (1 + ~2J-
1~2'1:, we obtain the desired result. 

PROPOSITION 8.2.2. The adjoint of di.-1!J.!f.: in) --7 W- 1(Ji;2) is given by 

~2* = ~~2(1 + ~2)-1 (8.2.2) 

PROOF. From (8.2.1), and the fact that 1 + ~2 is a unitary operator 

(Proposition 8.1.2), we obtain 

** -1 . * . * -1 * ~t = ~2 = [( 1 + ~t) di.-1!J.t] = ~q£ [( 1 + ~2) ] 

= ~2*[(1 + ~t)*]-l = dhtJt*(l + ~t). 

PROPOSITION 8. 2. 3. The adjoint of ~t 

by 

* -1 -1 
~2 = (1 + ~t) ~t( 1 + ~t) . 

PROOF. Since ~f. = dJ.Aqto~2 , from (8. 2. 1). and (8. 2. 2) we get 

* * * * 
~i!. = (d~f. 0 ~f.) = ~2 °~f. 

(8.2.3) 

-1 . . -1 -1 -1 
= (1 + ~f.) o~£o~£o(1 + ~£) = (1 + ~2) ~2(1 + ~£) • 

8.3 The Dirichlet Problem for ~2 • and Friedrichs' Inequality; 

Given b· · e H, we are interested in the prob~em of finding a 

1 
solution v e w

0
(H;2) of the equation ~2v = b. That is, we are looking 
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for a v e W~(H;2) satisfying 

( q;w.d
2

u, q,rw.d
2
v) = ( u, b), for all u e [J~( H; :£). (8.3.1) 

For this, let us define 

(8.3.2) 

Then, (•,•)£ satisfies all the conditons for an inner product, except 

that is not positive definite, but only positive semidefinite. 

Given b E H, consider the linear functional 

given by 

<u, Ib> = (u, b), (8.3.3) 

From Schwarz inequality we have 

11Ibll
2
,_

1
::: llbll. (8.3.4) 

Note that we can solve equation (8.3. 1), if we can represent the 

linear functional Ib by means the "inner product" (8.3.2). Now, since 

-1 
Ib e W (H;2), this will be possible if the norms associated with the 

inner products ( ·, •) E and ( ·, •) 
2

, 
1 

are equivalent 

naturally lead us to the following concept. 

1 on W
0

(H;J!.). This 

We say that the family 2 satisfies Friedrichs' inequality, if 

there is a positive constant C such that 

</> E <l>. 

1 Using the fact that <P is dense in WiH;2), we see that 

holds for all u e W~(H;2). Thus, (•,•)£ is an inner product on 

(8.3.5) 

(8.3.5) 

1 
WaCH;2) 

whose norm II· II E is equivalent to the norm II· II 
2

, 
1

. Fro!Jl this we obtain 

the following 
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PROPOSITION 8. 3. 1. If !!!. satisfies Friedrichs' inequality, then 

is a linear isomorphism. 

COROLLARY 8.3.2. Under the same hypothesis as in the previous 

proposition He have: 

( i) 
1 . 

Given b E H, there is a unique v E lliH;!I!.) such that 11
2

v = b. 

( i i) 11
2

-
1 : H ----7 II;( H; !!!.) is continuous. 

PROOF. (i) Given b E H, observe that the equality 11
2

v = b is in the 

strong sense. Since -1 
Ib E II (H;!I!.), the result follows from the 

previous proposition. 

(ii) From (8.3.4) we see that I 
-1 

H ----7 II (H;!I!.) is continuous. 

Hence, 

-1 1 
11!1!. oi : H --7 11

0
(H;!I!.), 

is also continuous, where 11
2 

is the weak laplacian (7.1. 13). 

PROPOSITION 8. 3. 3. Suppose that !!!. satisfies Friedrichs' inequality, 

and let b E H. Then, the solution of the equation 11 v = b, is given 
!!!. 

1 . 
by the point u E li

0
(Hj!l!.) where the real functional 

attains its minimum value. 

1 PROOF. Let u E w
0

(H;!I!.) be a solution of 11
2

u b. Define 

A(v) 
2 

= II v-~IIE = (v-u, v-u) E' (8.3.6) 

It is clear that A attains its minimum value precisely at u. Now, from 

(8.J.1) and (8.3.6) we obtain 

From this the conclusion is clear. 
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Let D( IJ.!i.) be the subspace of li;( H; !£), which consists of all u 

such that IJ.!i.u E H. If the hypothesis in Proposition 7.2.6 are 

satisfied, then we have 

PROPOSITION 8.3.4. The following properties are equivalent: 

( i) !£satisfies Friedrichs' inequality. 

( i i) 
1 

The strong laplacian 11
2 : D(l1

2
) ~ liJH;!i.) ---7 His onto. 

(iii) 
1 (n) . 

~!f. : w
0

(H;!f.) ---7 H 1s one-to-one, and has closed range. 

PROOF. First we prove the equivalence of (i) and (ii). If l satisfies 

Friedrichs' inequality, then from Corollary 8.3.2. it follows that /:,.!£ 

is onto H. To establish the converse, first we check that (•,•)£ is 

1 1 
positive definite on W0 (H;!f.). Suppose that v E WJH;!f.) is such that 

1 
~!f.v = 0. Let b E H. Since IJ.!f. is onto, there is a u E w

0
(H;!i.) with 

11u
2 

= b. Hence 

for all b E H, i.e., v = 0. Next, we will establish Friedrichs' 

inequality, by showing that the inclusion i :(W;(H;!f.),ll•IIE) ---7 His 

continuous. For this, it is enough to show that such inclusion is 

1 
weakly continuous. Let b E H, and pick a v E li

0
(H;!f.) with 11

2
v = b. 

Then 

it is continuous, since (}/'W.d!f. : (!.;;( H; !f.), II ·II E) ---7 H is continuous. 

Now we show that (i) and (iii) are equivalent. If !f. satisfies 

Friedrichs' inequality, then using the fact that the norms 11•11 !f., 
1 

and 

II ·II E are equivalent on w;c H; !£), we obtain (iii). If (iii) holds, then 

from the open mapping theorem applied to (}/'W.d!e' it follows that there 
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is a positive constant C such that 

II ull 
2

, 
1 

:$ Cll g'Lad
2

ull, 

From this, we obtain (i). 

LE~~ 8.3.5. If 2 satisfies Friedrichs' inequality, then 

{ 
2 }112 

I u I 2 m = I: II L ull , 
' [ol=m 0 

u E lv'~(H;2), 

is a norm equivalent with II ·11 2, m on ~( H; 2). 

(8.3.7) 

PROOF. Clearly we have lulw :$ llullrp , u E l~(H;2). From the density .;:., m _, m o 

of q, in ~1I(H;2), it is enough to show that there is a positive 

constant K such that 

¢ E q,, 

For this, it is sufficient to prove that for every 0 , [ 0 ] < m, there 

is a K , such that 
0 

II L ¢11 :$ K I ¢I w • o o .;:.,m 

But this is an immediate consequence of Friedrichs' inequality 

(8.3.5). 

PROPOSITION 8.3.6. Suppose that 2 satisfies Friedrichs' inequality. If 

If 
the operators in the family f u f satisfy: 

LN¢ = NL¢, 

Then 

is a linear isomorphism. 

If 
¢ E.q,; L, N E f u f. 

PROOF. From the previous lemma we see that it is enough to show that 

(8.3.8) 

is a linear isomorphism. For this, let us note that for ¢, ~ E q,, we 
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have 

where 

0 
(u,v)w = 

J..,m L: 
[o]=m 

( L u, L v), 
0 0 

is the inner product on ~(H;!£) defining the norm (8.3.7). From the 

density of~ in (~~(H;!£), l·l!f!.,m) we obtain 

m 0 . .m 
<u,~!£ v> = (u,v)!f!.,m, u, v e w0 (H;!£). 

Thus, (8.3.8) is the Riesz canonical representation, and this proves 

the result. 

8.4 The Energy Space of~!£' 

Let L E ~2 (~,~). Assume that L is symmetric: 

(L¢,~) = (¢,L~), (8.4.1) 

and positive: 

(L¢,¢) > 0 if¢ E H, ¢ ~ 0. (8.4.2) 

Then, 

¢, ~ E <P, (8.4.3) 

is an inner product on <P. We define the energy space E(L) of L, as the 

completion of (<P,II•IIE)' where 

11¢11£ = (L¢,¢)
112

, (8.4.4) 

is the energy norm (Mikhlin, p.91). 

Now, let!!!.= {L
1

, ... , Ln} be a family of operators on H in the 

~ 

class ~2(~,~). Since L .(~) ~ ~ ~ D(L .), it is a simple matter to check 
J J 
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that the strong laplacian 

is symmetric. Furthermore, we have 

if 
+ L L ¢ , 

n n 
¢ E cl>, 

Assume for the moment that the strong laplacian ~2 is positive. Given 

that 

¢, 1/J E cl>, 

using the density of <I> in the energy space E(~2), we can interpret ~2 
as the Riesz canonical identification for the Hilbert space E(~2). 

Thus, we conclude that 

(8.4.5) 

is an isometric isomorphism. Hence, we can say that the study of the 

Dirichlet problem for ~2 is reduced to find its energy space. 

If 2 satisfies Friedrichs' inequality, then ~2 is positive and 

the discussion previous to Proposition 8.3. 1 establishes that 

1 E( ~2) = W
0

(H;2), (8.4.6) 

together with the inner product 

(8.4.7) 

Nevertheless, in some cases, it can happen that 2 instead of 

satisfying Friedrichs' inequality, satisfies a similar but w.eaker 

condition. In such a situation, it is still possible to give a 

characterization of the energy space E( ~2) in a. similar way to a 

Hilbert-Sobolev space. 

An examination of Friedrichs' inequality (8.3.5), suggests the 

convenience of replacing there the norm on H by a weaker norm. This 

-m if 
lead us, in ·a natural way, to consider the spaces W ( H; 2 ) , taking 

into account that we have for ¢ E <I>: 
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We say that the family !f. satisfies Friedrichs' inequall ty of 

order m, if there is a positive constant C such that 

¢ E ill. (8.4.8) 

In this context it will be useful to consider the spaces 

-m * X.= { u E W (H;!f.) : L .u E H }, 
J J 

j = 1, ... , n. 

LEMMA 8.4. 1. Each 

-m if 
L. : X. ~ W (H;!f. ) ~ H, 

J J 
j = 1, ... , n, 

is a closed linear operator. 

-m if 
PROOF. Let {uk} S:: Xj' u E !I (H;!f. ), and v E H. Suppose that 

-m if 
uk ~ u in W (H;!f. ) and Ljuk ~ v in H. 

Then, for ¢ E ill we have 

if 
<¢,L .u> = <L .¢,u> = 

J J 
lim <¢,L .uk> = <¢,v>. 

k---700 J 

This says precisely that u E X. and L .u = v. Therefore, L . is closed. 
J J J 

Let .iJ. = {A
1

, ..• , A } , where A. is the restriction of L. to X., 
n J J J 

-m -m if 
and let W = !I (H;!f. ). From Corollary 1.2.5, Remark 1.2.1 and the 

previous lemma, V(W-m,H;.il.), which is the space induced on !1-m by the 

family .il., is a Hilbert space. 

-m Since ill S:: V(W ,H;.il.), we can consider the space 

-m -m v0(W ,H;.il.) = closure of ill in V(W ,H;.il.). 

Proceeding as in the previous sect ion, we obtain the following 

results. 
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PROPOSITION 8. 4. 2. If 2. satisfies Friedrichs' inequality of order m, 

then 

together with the inner product 

In particular, 

is a linear isomorphism. 

COROLLARY 8.4.3. Under the same hypothesis as in the previous 

proposition we have: 

(i) Given b e. ~(H;2*), there is a unique v e v
0

(W-m,H;£), such that 

tJ.
2

v = b. 

(ii) !J.2-l 

PROPOSITION 8.4.4. Suppose that 2 satisfies Friedrichs' inequality of 

order m. If b E I{I(H,2*), then the solution u E ViW-m,H;A) of 11
2

v = 

b, is the point where the real functional 

attains it minimum val~e. 

PROPOSITION. 8. 4. 5. 2 satisfies Friedrichs' inequality of order m if 

and only if, for every u E ~(H;2* ), the l_inear functional 

¢ ----7 (cp,u), if> E <P, 

iscontinuous in <PE = (<P,Il•IIE). 

PROOF. Suppose that 2 satisfies Friedrichs' inequality of order m. Let 

u E w;(H;2*), u:;:: 0. !hen, from (8.4.8) and the definition of the norm 
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II • II * we have 
J!. '-m' 

2:: II ¢11 w* 2:: I ( u/11 ull w* , ¢) I , 
.~... ,-m .~... ,m ¢ E <il . 

Therefore, the linear functional¢ --7 (¢,u) is continuous in <il£. 

To prove the converse, first we check that 11·11£ is a norm on <P. 

Let ¢ E <il, ¢ ~ 0. Since <iJ ~ ~(H;Y!.*), the linear functional 

t/J--7(t/J,¢), t/J E <IJ, 

is continuous in <il£. Hence, 11¢11 > 0 implies that 11¢11£ > 0. 

Next, let us consider the sesquilinear form 

B: w:(H;J!.*) X <PE --7 ~~ 

given by B(u,¢) = (u,¢). Being ~(il;Y!.*) complete, from a well known 

result by Mazur and Orlicz, to establish the continuity of B, it is 

enough to verify that B is separately continuous. The continuity of 

u --7 (u, ¢), for each ¢ E <il, is an immediate consecuence of the 

continuous inclusion w:;(H;J!.*) ~H. The continuity of ¢ --7 (u,¢), 

is part of our hypothesis. Being B continuous, there is a C > 0, such 

that 

This last fact, together with the definition of II ¢11 w* gives the 
J.. ,-m 

desired result. 

9. The Neumann Problem. 

9.1 The Space H. 

Let H be a Hilbert space, ~ a dense subspace of H, and J!. a family 

of ·n operators on H in the class ~ i~' ~). Following Deny and Lions 

((3], p.340), we define Has the set of all v e w1(H;J!.), such that 8
2

v 

e H and satisfy 
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(9.1.1) 

Then, it is clear that N is a vector space, and that ~ ~ N. On N we 

consider the inner product 

PROPOSITION 9. 1. 1. N is a Hilbert space. Also we have: 

( i) N ~ Il1 
( H; !£). 

(ii) ~!£ : N --7 H, is continuous. 

(9.1.2) 

1 PROOF. Let D(~!£) be the subspace consisting of all u E W (H;!£) such 

that ~!f.u E H. According with Remark 1.2.1, let X be the space induced 

on II1
(H;!£) by the operator ~!£ : D(~!£) ~ W

1
(H;!£) --7 H. Being w1

(H;!£) 

and H Hilbert spaces, from Corollary 1.2.5 and Remark 1.2. 1, X will be 

a Hilbert space if ~!£ is closed. 

1 So, let us consider {vk} ~ D(~!£), v E II (H;!£), and w E H such 

that 

(9.1.3) 

We have then 

1 
u E II ( H; !£). 

If we let k --7 oo, from (9. 1.3) we obtain 

1 
u E I/ ( H; !£). 

In particular, from (7.2.9) we have v E D(~!£) and ~t.v = w. Therefore, 

X is a Hilbert space. 

Now, for every u E Il
1 

( H; !£), the linear functional 

v E X, 

is continuous. From this it follows that N is a closed subspace of X. 

The other assertions are clear. 

87 

'"i 

-------------------------------------------------------



9.2 The Neumann Problem for ~2 - A, A < 0. 

PROPOSITION 9.2. 1. If A< 0, then: 

(i) For every be H, there is a unique v eN, such that 

(~!!. - A)V = b. 

(ii) (~!!.- A)-1 : H --7 N is continuous. 

(9.2.1) 

PROOF. (i) Let bE H. ·If v eN and is a solution of (9.2.1), then 

1 u E tv' (H;!f.). (9.2.2) 

Conversely, if v e W
1

(H;!f.) satisfies (9.2.2), then v eN and satisfies 

(9.2.1). Thus, it is enough to show that equation (9.2.2) has a unique 

solution in w1(H;!f.). 

On w1
(H;!f.) we consider the inner product 

and let II •II A be the corresponding norm. Then, II •II !f., 
1 

and II •II A are 

equivalent norms. Since li1 
( H; !f.) ~ H, from. Riesz representation 

1 theorem it follows that there is a unique v e tv' ( H; !f.), such that 

(u,v)A = (u,b), 

Which is precisely (9.2.2). 

(ii) It is clear that ~!f.- A : N --7 H is continuous and one-to-

one and, from what we have just seen, is also onto. The result follows 

from the open mapping theorem. 

9.3 The Neumann Problem for ~!f. and the Poincare' Inequality. 

Consider the space 

(9.3.1)-
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LEMMA 9.3. 1. We have 

(9.3.2) 

PROOF. If v E N(~ad2), then ~2v = 0 strongly, and clearly v E N. If 

1 
v E }( and ~2v = 0, then (cywd2u,~ad2v) = 0, for all u E W (H;!£). 

Taking u = v, we conclude that v E N(~d2). 

LEMMA 9.3.2. N(~!f.) is a closed subspace of H. 

PROOF. Let {vk} s;;; N(~2), v E H, and assume that vk -7 v in H. 

Since Ljvk = 0 (k = 1, 2, ... ) and Lj is closed, we obtain v E D(Lj) 

1 
and Ljv = 0. Thus, v E II (H;!£) and ~2v = 0. 

Let b E H, and assume that there is a v E H, such that ~2v = b. 

Then, for every u E N(~!£) we have (u,b) = (~2u,~2v) = 0. This 

shows that D.y/ H) s;;; H e N( ~!£). Next, we are going to introduce a 

condition under which the equality~!£(}() =He N(~!f.) holds. 

Since- w1 
(H; !£) ~ H, from the previous lemma it follows that 

N(~!£) is a closed subsp~ce of !v1
(H;!£). Thus, given any u E w1

(H;!f.), 

\-le can write it in the form 

u = c + v, 

We will say that !£ satisfies the Poincare' inequality, if there is a 

positive constant C, such that 

1 u E W ( H; !£). (9.3.3) 

REMARK 9. 3. 1. Suppose that the vector space N( cpwd
2

) has -dimension 

1 . 
equal to 1. Fix acE N(~2), with llcll = 1. If u E !I (H;!£), then 

u = (u,c)c + v, where (c,v) = 0. 
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Hence, in this case inequality (9.3.3) reduces to 

1 
u E !v' ( H; !f.). 

From this we obtain the following important particular case of 

the Poincare inequality: 

1 
u E W (H;!f.). (9.3.4) 

As an application of (9.3.4), let Q be an open, connected, 

nonempty subset of ~n. with finite measure 

~ = C00
(Q), and L. =a/ax., j = 1, ... , n. Then, as is well known, the 

c J J 

space N(~) is formed by the constant functions, and has dimension 

equal to 1. In this case c = ± m (Q)-
112

, and (9.3.4) is precisely the 
n 

classical Poincare inequality: 

1 u E H (Q). 

PROPOSITION 9.3.3. 8!f.(H) =He N(~!f.) if and only if !f. satisfies the 

Poincare inequality. 

PROOF. Suppose that the family !f. satisfies the Poincare inequality. 

Let b E H e N(g;w.d!f.). To find v E W
1

(H;!f.) such that 8!f.v = b, is 

equivalent to find v E W
1

(H;!f.) satisfying 

1 
u E W (H;!f.). (9.3.5) 

From Poincare inequality it follows that 

(u,v) 1 = (~!f.u'~!f.v), 
1 is an inner product on the space W (H;!f.) e N(~!f.)' whose associated 

norm 1·1
1 

is equivalent to the norm 11•11!£,1' Since W
1

(H;!f.) ~ H, the 

linear functional u --7 (u,b) is continuous on lv'
1

(H;!f.) e N(~2). 

Riesz representation theorem, yields a unique v E w1
(H;!f.) e N(~!f.) 

such that. 
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Since b E He N(g;wd2J, from this we obtain (9.3.5). 

Suppose now that ~!!.(#) =He N(~ad2J. First we are g9ing to show 

that (•,•)
1 

is an inner product on W
1

(H;!!.) e N(~2J. For this, it is 

1 
enough to show that if x E W (H;!f.) e N(g~2), x * 0, then ~d!!.~ * 0. 

From our hypothesis, there is a v E #, such that 

1 
u E !J (H;!f.). 

Taking u = x, we obtain 

Therefore, ~ad2x * 0. 

Now, the Poincar~ inequality is equivalent to the continuity of 

the inclusion 

To estabi ish this, it is sufficient to shaH that such inclusion is 

weakly continuous. So, let b E H e N(~2). Then, from our 

hypothesis, there is a v E #, such that (9.3.5) holds. From this it 

folloHs that u ---1 (u, b) is conti:qupus. 

COROLLARY 9. 3. 4. Suppose that the·· family !!. satisfies the Poincare 

inequality. Then, for every b E He N(g;wd2), there exists ? E f5 such 

that dw£-:J = b. 

PROOF. Given b E H e N(~ad£)' from the previous proposition, there is 

~ ~ a w E N such that ~!f.w = b. If He let v = ~ad2w, He have then v E f5 

and dL~2-:J = ~2w = b. 

PROPOSITION 

that <ytad£ 

9.3.5. Suppose that N(~ad!f.) is finitedimensional, and 

1 is one-to-one on WaCH;!f.). If !!. satisfies the Poincar~ 
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inequality, then !f. satisfies Friedrichs' inequality. 

PROOF. Suppose that !f. satisfies the Poincare inequality, but does not 

satisfy Friedrichs' inequality. Hence, there is a sequence {¢k} ~ tP, 

such that 

(9.3.6) 

and 

(9.3.7) 

We have 

(9.3.8) 

Then, 

in H(n). From Poincare inequality, this implies that 

fk ---7 0 in H. (9.3.9) 

This last fact, together with (9. 3. 7) and (9. 3. 8), imply that {ck} is 

a bounded sequence in H. But since N( <;JI'LQ.d.
2

) is finite dimensional, 

there is a convergent subsequence of {ck}' which will be denoted the 

same, {ck}. Thus, there is acE N(~2), such that 

in H. 

From (9.3.6), (9.3.8), (9.3.9) and (9.3.10), it follows that 

1 
¢k ---7 c in w0(H;!J!.). 

Hence that 

<;]I'LQ.d.2c = lim ~!J!.¢k = 0 
k--70J 

(9.3.10) 

(9.3.11) 

From our hypothesis, we must have c = 0. On the other hand, (9.3.7) 

and (9. 3. 11) imply that II ell = 1. Which is a contradiction. 

PROPOSITION 9.3.6. If the inclusion W1(H;!J!.) ---7 H is compact, then !f. 

satisfies the Poincare inequality. 

PROOF. If !f. does not satisfy the Poincare inequality, then there is a 
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1 
sequence { uk} ~ lv' ( H; !f.) e N( grw.dt.), such that 

II grw.d!f.ukll ----7 0 (9.3. 12) 

and 

·llukll = 1. (9.3.13} 

Since {uk} is a bounded sequence in !v'
1

(H;1.), there is a u E H, and a 

subsequence of {uk}' which will be denoted also by {uk}' such that 

(9. 3. 14) 

From (9.3.12) and (9.3.14) it follows that {uk} is a Cauchy sequence 

in w1 
( H; !f.). Hence, there is a v E lv'

1 
( H; !f.), such that 

u k --7 v in r./ ( H; !f.) . 

Now, (9.3. 14) and (9.3. 15) imply u = v, and hence, 

Thus, 

uk --7 u in W
1

(H;!f.), 

that U E 

(9.3.15) 

w1 
( H; !f.)_. 

and from ( 9. 3. 12), u E N( fJ/Lad:e). But from the Hay the sequence { uk} 

1 
was chosen, He also have u E W (H;!f.) e N(grw,d

2
). Therefore, u = 0, 

which is in contradiction with (9.3.13) and (9.3.14). 

PROPOSITION 9.3.7. If the inclusion r.;1(H;1.) --7 H is compact, then 

N(grw,d!f.) is finite dimensional. 

PROOF. It is enough to shaH that every sequence in N(~!f.) which is 

bounded in H, has a convergent subsequence in H. From our hypothesis, 

we see that this is the case, by observing that if {uk} ~ N(<J!Wd:e) is 

bounded in H, then also is bounded in W1(H;i). 
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APPENDIX: THE SPACES L~ac(Q). 

In this part we establish those properties of the spaces L~ac(Q), 

utilized in the examples illustrating the theory that we have 

developed. 

Let Q be a open nonempty subset of ~n. To indicate that K is a 

compact set contained in Q we write 

K cc Q. (A. 1) 

Let 1 :S p :S oo. Then, L~ac(Q) consists of all the (equivalence classes 

of) complex or real extended valued measurable functions u on Q, such 

that 

II ull K < oo, for every K cc Q; p, (A.2) 

where 

{ }

1/p 

llullp,K = JK lulp dx , 1 :S p < oo, (A.3) 

and 

II ull K :::: inf { C : I u( x) I :S C a. e. on K } • 
oo, 

(A.4) 

Clearly, II •II K is a semi norm on L~ (Q), for every K cc Q. p, ,ac 

Hence, the family consisting of all such seminorms determines a 

locally convex topology on L~ac(Q). 

Given a subset A of ~n, we denote its closure and boundary, by A 

· and BA respectively. 

Let { Uk : k E ·~ } be a family of open subsets of Q satisfying: 

00 

uk is compact, uk c uk+1' and Q = u uk. 
k=l 
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<:l 0 

Furthermore, each Uk can be chosen in such a way that 

k = 1, 2, ••• .I 

where m is then-dimensional Lebesguemeasure. 
n 

Then, the locally convex topology on L~ac(0.) is generated by the 

family of seminorms { 11·11 U : k E lN }. 
p, k 

In particular, 

metrizable space. 

LEMMA A.l. Let 0.1<:. ~ 0., k = 1, 2, ... , be given by 

k = 2, 3, 

Then, 

i.e., these spaces are linearly isomorphic. 

PROOF. Since Uk ~ Uk+l' then 

0.k n 0.e = 0, k :;t e. 

Also, recall that we have chosen the Uk ·in such a way that 

mn(BUk) = 0, 

From (A.6) it follows easily that 

k = 1' 2, ... 

Lpe (0.) is a 
ac 

(A.6) 

(A.7) 

(A.8) 

uk \ (0.1 u ... u D.k) ~ au1 u ... u auk-l' 

Also, (A. 5) implies 

k = 2, 3, . . . . (A.9) 

CXl CXl 

0. \ U 0.k ~ U (Uk \ (0.
1 

u ... u 0.k)). 
k=1 k=1 

(A. 10) 

Putting together (A.8), (A.9) and (A.lO), we obtain 

CXl 

·m(0.\ U 0.)"=·0. 
n k=l k 

(A.ll) 

If u E L~ac(0.), let uk = ul0.k . . From (A.5) and (A.6), uk e Lp(0.k). 

Thus, we have the linear correspondence 

where X 

L~ac(0.) 3 

= Lp(0.1) X . 

u ---7 Tu = (til, u
2

, . . . ) E X, 

x Lp(Qk) x . . . . From (A. 7) and (A. 11) it 
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follows that T is one-to-one and onto. Also, from (A.8) and (A.9) we 

see that uk ~ 0 in L~ac(O) if and only if Tuk --7 0 in X. 

PROPOSITION A. 2. 

( i ) L~ac(O) is a Frechet space 1 ::: p ::: co. 

( i i ) L~ac(Q) is reflexive, if 1 < p < co. 

(iii) L~ac(O) is separable, if 1 ::: p < co. 

PROOF. Let { Ok : k e [N } be the family defined in Lemma A. 1. 

As the case may be, let us note that each of the spaces Lp(Qk) has the 

corresponding property (completness, reflexivity or separability). 

Hi 11 have the 

same property (Concerning the reflexivity, see e.g. ,Kothe [8]. p.304). 

Applying the previous lemma He obtain the desired result. 

The folloHing properties are clear: 

Lp(Q) ~ L~ac(O), 1 ::: p ::: co. 

L~ac(O) ~ Liac(O), 1 ::: q ::: p ::: co. 

In particular 

1 ::: p ::: co. 

PROPOSITION A.3. c:(O) is dense in· L~ac(O), 1::: p <co. 

PROOF. Let u e L~ac(O), 1 ::: p < co. Consider the family { Uk 

of open sets given in (A.5). Define 

uk = u in Uk and uk = 0 in 0 \ Uk. 

(A.l2) 

(A. 13) 

(A. 14) 

k E [N } 

Then, uk e LP(O) and uk --7 u in L~ac(Q). This shoHs that Lp(O) is 

dense in L~ac(O). Since Lp(O) ~ L~ac(O), and c:(Q) is dense in 

Lp(Q), 1 ::: p < co, the result folloHs. 
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Let u E L~ (Q), be such that u(x) = 1 on A, u(x) = -1 on B, 
<.ac 

where m (A) > 0, m (B) > 0 and Q =Au B. It is not difficult to see 
n n 

that u cannot be approximated by elements in C
00

(Q). Thus, C00
(Q) is not 

c c 

p 
In order to study the dual of the space L 0 (Q), we introduce the 

<-ac 

following definitions. 

1 Let u E Leac(Q). We say that u has compact support in Q, if there 

exists K cc Q, such that u = 0 a.e. on Q \ K. 

For 1 :s q :s oo, we let 

u has compact support in Q }. 

Fix 1 :s p :s oo, and let q be the conjugate exponent 

v E Lq(Q), choose K cc Q in such a way that 
·C . 

Next, define the linear functional Av : L~ac(Q) 

<u,Av> = J uv dx 
Q 

Then Av E (L~ac(Q))'. 

= J uv dx , 
K 

v = 0 

-7 IK: 

of 

a. e. 

p. 

on 

PROPOSITION A. 5. If 1 :s p < oo, then the linear correspondence 

A 

is one-to-one and onto. 

PROOF. Suppose that v.E Lq(Q) and Av; 0. Then, 
c 

f uv dx = 0, 
Q 

p v E L 0 (Q). 
<.ac 

Given 

Q \ K. 

Since C
00

(Q) c L~ (Q), from du Bois-Reymond lemma (Adams [1], p,59) it 
c <-ac 

follows that u = 0. Therefore, A is one-to-one. 
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Now, take i\. E ( Lp (Q)) I. 
i!.ac 

From the characterization of the 

topology in L~ (Q) by means of the seminorms 11·11 U (see, (A.5)), it 
ac p, k 

follows that there exist an open set w ~ Q and a positive constant C, 

such that w cc Q and 

I <u, i\.> I :s Cll ull p,w 

Given w E Lp(w), we define its extension ~ e Lp(Q) as 

(A.15) 

w = w on w and 

1-1 = 0 on Q \ w. Consider the linear functional 11 : Lp(w) -7 IK, given 

by 

<w, 11> = <w, i\.>, (A. 16) 

From (A.15), we have 11 E (Lp(w))'. Hence, there is avE Lq(w) such 

that 

<w,11> = J wv dx, 
w 

(A. 17) 

For u E L~ (Q), define u = u on w, u,, = 0 on Q \ w; and observe 
~ac w w 

that uw e L~ac(Q). From (A. 15), (A.16) and (A. 17) we obtain 

<u,i\.> = <u ,i\.> = <u ,11> = J uv dx = J uv dx 
w w w Q 

and i\. = Av. Therefore, A is onto. 

98 



REFERENCES 

1. R. Adams, Sobolev Spaces, Academic Press, NeH York, 1975. 

2. N. Bourbaki, "Sur certain espaces vectoriels topologiques", Ann .. 

Inst. Fourier, 2 (1951), 5-16. 

3. J. Deny and J. L. Lions, "Les espaces du type de Beppo Levi", 

Ann. Inst. Fourier (Grenoble), 5 (1955), 305-370. 

4. J. Dieudonne and L. Sch.Hartz, "La dualite dans les espaces (F) et 

(LF)", Ann. Inst. Fourier, 1 (1950), 61-101. 

li . 5. L. Ehrenpreis, "Theory of distributions for locally compact 

spaces", Memoirs of the Amer. Math. Soc., 21 (1953). 

6. I. Gelfand and G. Shilov, Generalized Functions, Vol.2, Academic 

Press, New York, 1968. 

7. A. Grothendieck, "Sur les espaces (F) et (DF)", Summa Brasil. ·6 

( 1952), 57-123 .. 

8. G. Kothe, Topological Vector Spaces I, Springer-Verlag, New York, 

1969. 

9. S. Mikhlin, Mathematical Physics, an Advanced Course, North-Hal-

land, Amsterdam, 1970. 

10. J. Necas, Les Methodes Directes en Theorie des Equations Ellip-

tiques, Masson .et Cieo-Paris, 1967. 

11. W. Rudin, Functional Analysis, McGraw-Hill, New York, 1973. 

12. H. Schaefer, Topolcogical Vector Spaces, Springer-Verlag, 1971. 

0 ..,. 13. L. Schwartz, Theorie des Distributions, Hermann, Paris, 1966. 

14. L. Schwartz, Functional Analysis, Courant Institute, ·New York 
(J "" 

University, 1964. 

15. S. L. Sobolev, Applications of Functional Analysis in Mathemati-

cal Physics, Amer. Math. Soc. Transl., Math. Mono., 7 (1963). 

99 

!:, 

-------------------· ------~------------------~----



Banach space. In this case, we define the spaces li-m(X;t), which allow 

us to obtain a family of spaces with continuous inclusions 

,m . -m , * 
~ !v

0
(X;t) ~ ... ~X ~ ... ~ !I O;t ) ~ ... 

When X is reflexive, ~ is dense in each of these spaces. 

In Chapter IV, we study the Hilbert-Sobolev spaces, that is, the 

case when X is a Hilbert space. In Section 7 we define the gradient, 

divergence and Laplace operators, and obtain their basic properties. 

In Section 8 we study the corresponding Dirichlet problem, and its 

relation with Friedrichs' inequality. The same is done, in Section 9, 

for the Neumann problem and Poincare inequality, following some ideas 

of Deny and Lions in [3]. 

Finally, in the Appendix, we give a detailed account of those 

properties of the spaces L~ac(Q) utilized along our exposition, mainly 

in the illustrative examples, which we believe some are well known, 

but we were unable to find them in the literature. 
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1 
u E !I ( H; !£). ' (9.1.1) 

Then, it is clear that H is a vector space, and that ~ ~ H. On H we 

consider the inner product 

PROPOSITION 9. 1. 1. }( is a Hilbert space. Also He have: 

( i) H ~ 1/ (ll; !£). 

(ii) ~!£ : H --7 H, is continuous. 

(9. 1. 2) 

1 PROOF. Let D(~!£) be the subspace consisting of all u E W (H;!£) such 

that ~2u E H. According with Remark 1.2. 1, let X be the space induced 

1 1 1 on !I (H;!£) by the operator ~!£ : D(~!£) ~ !I (H;!£) --7 H. Being W (H;!£) 

and H Hilbert spaces, from Corollary 1.2.5 and Remark 1.2.1, X will be 

a Hilbert space if ~!£ is closed. 

1 So, let us consider {vk} ~ D(~2), v E W (H;!f), and w E H such 

that 

We have then 

(u,~lvk) = (~d2u,~!£vk)' 

If we let k --7 oo, from (9. 1.3) we obtain 

(9.1.3) 

1 
u E !I (H;!f). 

1 u E !I ( H; !£). 

In particular, from (7.2.9) we have v E D(~!£) and ~2v = w. Therefore, 

X is a Hilbert space. 

Now, for every u E W1
(H;!£); the linear functional 

v E X, 

is continuous. From this it follows that H is a closed subspace of X. 

The other assertions are clear. 
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Let u E L~a/rl), be such that u(x) = 1 on A, u(x) = -1 on B, 

where m (A) > 0, m (B) > 0 and Q =Au B. It is not difficult to see 
n n 

that u cannot be approximated by elements in C00
(Q). Thus, C

00
(Q) is not 

c c 

In order to study the dual of the space L~ (Q), we introduce the 
<.O.C 

following definitions. 

Let u E L~ (Q). He say that u has compact support inn, if there 
<.O.C 

exists K cc n, such that u = 0 a.e. on Q \ K. 

For 1 ~ q ~ oo, we let 

u has compact support in Q }. 

Fix 1 ~ p ~ oo, and let q be the conjugate exponent of p. Given 

v e Lq(Q), choose K cc Q in such a way that v = 0 a.e. on n \ K. 
c 

Next, define the linear functional Av : L~ac(Q) --7 ~: 

<u,Av> = J uv dx = J uv dx , 
Q K 

Then AvE (L~ac(Q))'. 

PROPOSITION A.5. If 1 ~ p < oo, then the linear correspondence 

A 

is one-to-one and onto. 

PROOF. Suppose that v E Lq(Q) and Av = 0. Then, 
c 

I uv dx = 0, 
Q 

Since C~(Q) c L~ac(Q), from du Bois-Reymond lemma (Adams [1], p.59) it 

follows that u = 0. Therefore, A is one-to-one. 
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