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Abstract

The Voiculescu S-transform is an analytic tool for computing free multiplicative convolu-
tions of probability measures. It has been studied for probability measures with nonnegative
support and for probability measures having all moments and zero mean. We extend the
S-transform to symmetric probability measures with unbounded support and without mo-
ments. As an application, a representation of symmetric free stable measures is derived as
a multiplicative convolution of the semicircle measure with a positive free stable measure.
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1. Introduction

LetM be the class of all Borel probability measures on the real line R and letMb andM+ be
the subclasses ofM consisting of probability measures with bounded support and of probability
measures having support on R+ = [0,∞), respectively. A measure μ in M is symmetric if
μ(−B) = μ(B) for all Borel sets B, it has all moments if mk(μ) =

R
R |t|

k μ(dt) < ∞, for each
integer k ≥ 1, and has zero mean when m1(μ) = 0.
The free multiplicative convolution £ is a binary operation on M that was introduced by

Voiculescu [16] to describe the multiplication of free (non-commuting) random variables. This
operation is important in the study of free products of certain operator algebras [15] and has
found one of its main applications in the theory of large dimensional random matrices, since
it allows one to compute the asymptotic spectrum of the product of two independent random
matrices from the individual asymptotic spectra [9], [17].
An important analytic tool for computing the free multiplicative convolution of two prob-

ability measures is the Voiculescu S-transform. It was introduced in [16] for non-zero mean
distributions in Mb and further studied by Bercovici and Voiculescu [7] in the case of proba-
bility measures in M+ with unbounded support, see also [6]. In particular, this S-transform
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is important for computing free multiplicative convolutions of positive free stable distributions
with themselves, as shown in [4].
Recently, Raj Rao and Speicher [14] extended the S-transform to the case of measures in

M having zero mean and all moments. Their main tools are combinatorial arguments based on
moment calculations. This allows them to compute interesting free multiplicative convolutions
of measures with bounded support, like the ones of the Marchenko-Pastur distribution with the
semicircle distribution and with the arcsine distribution, respectively, see [1] and [14].
The purpose of this paper is to extend the S-transform to general symmetric probability

measures on R with unbounded support and without moments. We follow an analytic approach
and use the known results for the nonnegative unbounded support case. This allows us to
compute interesting examples of free multiplicative convolutions of probability measures inM+

with general symmetric probability measures inM. As an important example of distributions
without finite moments and unbounded supports we consider the free stable distributions studied
in [4], [7], [13]. As an application, we show that any symmetric free stable distribution is the
multiplicative convolution of the semicircle distribution with a positive free stable distribution.
A reproducing property for these distributions is also found.
The paper is organized as follows. In Section 2 we review non-conmutative random variables

and their free products, and collect known results on the S-transform that are used later on.
Section 3 is dedicated to the study of the S-transform of symmetric probability measures on R as
well as to the free multiplicative convolution of symmetric distributions inM with distributions
in M+. Finally, Section 4 gives a description of the symmetric free stable distributions as the
multiplicative convolution of the semicircle distribution with a positive free stable distribution.

2. Preliminaries on Free Convolutions

Following [17], we recall that a non-conmutative probability space (A, ϕ) is called a W ∗-
probability space if A is a non-commutative von Neumann algebra and ϕ is a normal faithful
trace. A family of unital von Neumann subalgebras {Ai}i∈I ⊂ A in a W ∗-probability space is
said to be free if ϕ(a1a2 · · · an) = 0 whenever ϕ(aj) = 0, aj ∈ Aij , and i1 6= i2 6= ... 6= in.
A self-adjoint operator X is said to be affiliated with A if f(X) ∈ A for any bounded Borel
function f on R. In this case it is also said that X is a (non-commutative) random variable.
Given a self-adjoint operator X affiliated with A, the distribution of X is the unique measure
μX inM satisfying

ϕ(f(X)) =

Z
R
f(x)μX(dx)

for every Borel bounded function f on R. If {Ai}i∈I is a family of free unital von Neumann
subalgebras and Xi is a random variable affiliated with Ai for each i ∈ I, then the random
variables {Xi}i∈I are said to be free.
The Cauchy transform of a probability measure μ on R is defined, for z ∈ C\R, by

Gμ(z) =

Z
R

1

z − x
μ (dx) . (1)

It is well known that Gμ is an analytic function in C\R, Gμ : C+ → C− and that Gμ determines
uniquely the measure μ. The reciprocal of the Cauchy transform is the function Fμ (z) : C+ → C+
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defined by Fμ (z) = 1/Gμ(z). It was proved in [7] that there are positive numbers η and M such
that Fμ has a right inverse F−1μ defined on the region

Γη,M := {z ∈ C; |Re(z)| < η Im(z), Im(z) > M} . (2)

The Voiculescu transform of μ is defined by

φμ(z) = F−1μ (z)− z (3)

on any region of the form Γη,M , where F−1μ is defined, see [4], [7]. The free cumulant transform
is a variant of φμ defined as

C¢μ (z) = zφμ(
1

z
) = zF−1μ

µ
1

z

¶
− 1, (4)

for z in a domain Dμ ⊂ C− such that 1/z ∈ Γη,M where F−1μ is defined, see [2].
The free additive convolution of two probability measures μ1, μ2 on R is defined as the

probability measure μ1 ¢ μ2 on R such that φμ1¢μ2(z) = φμ1(z) + φμ2(z) or equivalently

C¢μ1¢μ2(z) = C
¢
μ1(z) + C

¢
μ2(z) (5)

for z ∈ Dμ1 ∩Dμ2 . It turns out that μ1 ¢ μ2 is the distribution of the sum X1 +X2 of two free
random variables X1 and X2 having distributions μ1 and μ2 respectively.
On the other hand, the free multiplicative operation £ on M is defined as follows, see

[7]. Let μ1, μ2 be probability measures on R, with μ1 ∈ M+ and let X1,X2 be free random
variables such that μXi = μi. Since μ1 is supported on R+, X1 is a positive self-adjoint operator
and μ

X
1/2
1

is uniquely determined by μ1. Hence the distribution μ
X
1/2
1 X2X

1/2
1

of the self-adjoint

operator X1/2
1 X2X

1/2
1 is determined by μ1 and μ2. This measure is called the free multiplicative

convolution of μ1 and μ2 and it is denoted by μ1£ μ2. This operation onM is associative and
commutative.
The next result was proved in [7] for probability measures inM+ with unbounded support.

Proposition 1. Let μ ∈M+ such that μ({0}) < 1. The function

Ψμ(z) =

Z ∞
0

zx

1− zx
μ(dx), z ∈ C\R+ (6)

in univalent in the left-plane iC+ and Ψμ(iC+) is a region contained in the circle with diameter
(μ({0})− 1, 0). Moreover, Ψμ(iC+) ∩ R = (μ({0})− 1, 0).

Let χμ : Ψμ(iC+)→ iC+ be the inverse function of Ψμ. The S-transform of μ is the function

Sμ(z) = χ(z)
1 + z

z
.

The following result shows the role of the S-transform as an analytic tool for computing free
multiplicative convolutions. It was shown in [15] for measures in M+ with bounded support
and in [7] for measures inM+ with unbounded support.
We collect Corollaries 6.6 and 6.7 and Lemma 6.9 in [7] as follows.
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Proposition 2. Let μ1 and μ2 be probability measures in M+ with μi 6= δ0, i = 1, 2. Then
μ1£ μ2 6= δ0 and

Sμ1£μ2(z) = Sμ1(z)Sμ2(z)

in that component of the common domain which contains (−ε, 0) for small ε > 0. Moreover,
(μ1£ μ2)({0}) = max{μ1({0}), μ2({0})}.

Proposition 3. Let {μn}∞n=1 and {νn}
∞
n=1 be sequences of probability measures in M+ con-

verging to probability measures μ and ν in M+, respectively, in the weak* topology and such
that μ 6= δ0 6= ν. Then, the sequences {μn £ νn}∞n=1 converges to μ£ ν in the weak* topology.

The next proposition is a particular case of a recent result proved in [14] for probability
measures μ1, μ2 on R with all moments, when μ1 has zero mean and μ2 ∈M+.

Proposition 4. Let μ1 be a compactly supported symmetric probability measure on R and let
μ2 ∈M+ have compact support, with μi 6= δ0, i = 1, 2. Then, μ1£ μ2 6= δ0 and

Sμ1£μ2(z) = Sμ1(z)Sμ2(z).

From (4) and the fact that Ψμ(z) = 1
zGμ(

1
z )− 1, one obtains the following relation observed

in [10] between the free cumulant transform and the S-transform

z = C¢μ (zSμ(z)). (7)

This equation holds for measures inM+ or inMb with zero mean. It was suggested in [14] that
(7) may be used to define S-transforms of general probability measures on R.
We finally mention that for free random variables having distributions with compact sup-

ports, a combinatorial approach to multiplicative convolutions is given in [12] and a Banach
algebra approach to the S-transform is presented in [8].

3. Main Results

For a general probability measure μ on R, let

Ψμ(z) =

Z
R

zt

1− zt
μ(dt) =

1

z
Gμ

µ
1

z

¶
− 1, z ∈ C\R+. (8)

The function Ψμ determines the measure μ uniquely since the Cauchy transform Gμ does.
Given a symmetric probability measure μ on R, let Q(μ) = μ2 be the probability measure

in M+ induced by the map t → t2. The transformation Q has been used, for example, in
[11] to study a relation between multiplicative convolutions of positively supported probability
measures with the commutator and the anticommutator of two symmetric probability measures.
Likewise, the transformation μ2 is called in [3] the push forward of the measure μ and it is used
to study the so called rectangular free convolution.
We first prove two important relations between the Cauchy transforms and the Ψ functions

of μ and μ2.
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Proposition 5. Let μ be a symmetric probability measure μ on R. Then
a) Gμ(z) = zGμ2(z

2), z ∈ C\R+.
b) Ψμ(z) = Ψμ2(z2), z ∈ C\R+.

Proof a) Use the symmetry of μ twice to obtain

Gμ(z) =

Z
R

1

z − t
μ(dt) =

Z
R+

1

z − t
μ(dt) +

Z
R+

1

z + t
μ(dt)

= 2z

Z
R+

1

z2 − t2
μ(dt) = z

Z
R

1

z2 − t2
μ(dt)

= z

Z
R+

1

z2 − t
μ2(dt) = zGμ2(z

2).

b) Use (8) twice and (a) to obtain

Ψμ(z) =

Z
R

zx

1− zx
μ(dx) =

1

z
Gμ

µ
1

z

¶
− 1

=
1

z2
Gμ2

µ
1

z2

¶
− 1 = Ψμ2(z2)

which shows (b)

Theorem 6. Let μ be a symmetric probability measure μ on R.
a) If μ 6= δ0, the function Ψμ is univalent in each of the following two disjoint sets

H = {z ∈ C+; |Re(z)| < Im(z)} ,

eH = {z ∈ C−; |Re(z)| < |Im(z)|} .

Therefore Ψμ has a unique inverse χμ : Ψμ(H)→ H and a unique inverse eχμ : Ψμ( eH)→ eH.
b) If μ 6= δ0, the S-transforms

Sμ(z) = χμ(z)
1 + z

z
and eSμ(z) = eχμ(z)1 + z

z
(9)

are such that
S2μ(z) =

1 + z

z
Sμ2(z) and eS2μ(z) = 1 + z

z
Sμ2(z) (10)

for z in Ψμ(H) and Ψμ( eH) respectively.
Proof a) Let h : C→ C be the function h(z) = z2. Then h(H) = h( eH) = iC+ and therefore
h is univalent in H and in eH. On the other hand, since μ2 ∈M+, by Proposition 1, Ψμ2(z) is
univalent in iC+ and therefore Ψμ2(z2) is univalent in H and in eH.
b) Since μ2 ∈ M+, from Proposition 1, the unique inverse χμ2 of Ψμ2 is such that χμ2 :

Ψμ2(iC+) → iC+. Thus, use (a) to obtain Ψμ2(χ2μ(z)) = Ψμ(χμ(z)) = z for z ∈ Ψμ(H) and the
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uniqueness of χμ2 gives χμ2(z) = χ2μ(z), z ∈ Ψμ(H). Hence

S2μ(z) = χ2μ(z)(
1 + z

z
)2 = χμ2(z)(

1 + z

z
)2

= Sμ2(z)
1 + z

z
, z ∈ Ψμ(H),

and similarly for eSμ(z).
The following is the main result of this paper. It shows how to compute the multiplicative

convolution of a symmetric probability measure on R with a probability measure on R+. No
existence of moments or bounded supports for the probability measures are assumed.

Theorem 7. Let μ and ν be probability measures on R such that μ is symmetric, ν ∈M+ and
μ 6= δ0 6= ν. Let Sμ and eSμ be the two S-transforms of μ. Then

Sμ£ν(z) = Sμ(z)Sν(z) and eSμ£ν(z) = eSμ(z)Sν(z) (11)

are the two S-transforms of the symmetric probability measure μ £ ν, where the functions in
(11) are considered in the common domain which contains (−ε, 0) for small ε > 0.

The key in proving this theorem is the following lemma, which is a result of independent
interest.

Lemma 8. Let μ and ν be probability measures on R such that μ is symmetric, ν ∈M+ and
μ 6= δ0 6= ν. Then

ν £ μ2 £ ν = (μ£ ν)2. (12)

Proof We first prove the result when μ and ν have compact supports. In this case, since μ has
zero mean, use Proposition 4 to obtain Sμ£ν(z) = Sμ(z)Sν(z). Then, since μ£ ν is a symmetric
probability measure, the use of (10) gives

z

z + 1
S2μ£ν(z) = S(μ£ν)2(z).

Hence, use again (10) to obtain

S(μ£ν)2(z) =
z

z + 1
S2μ(z)S

2
ν(z) = Sμ2(z)S

2
ν(z).

Since μ2 and ν are inM+, by Proposition 2, Sμ2(z)S2ν(z) = Sν£μ2£ν(z) and therefore (12) holds
for μ and ν having compact supports.
Next, for μ and ν with unbounded supports, choose symmetric probability measures μn on R

with compact support and νn inM+ also with compact support, n ≥ 1, such that {μn}∞n=1 and
{νn}∞n=1 converge to μ and ν, respectively, in the weak* topology. From the first part of the proof
we obtain Sνn£μ2n£νn = S(μn£νn)2 , n ≥ 1. On the other hand, since μ2n, νn and (μn£νn)2 belong
toM+, by Proposition 3, the sequences

©
νn £ μ2n £ νn

ª∞
n=1

and
©
(μn £ νn)

2
ª∞
n=1

converge to
ν £ μ2 £ ν and (μ£ ν)2, respectively, in the weak* topology. This proves the result.
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Proof of Theorem 7 We obtain the result as a consequence of Theorem 6 (b) and the above
lemma as follows

S2μ(z)S
2
ν(z) =

z + 1

z
Sμ2(z)S

2
ν(z) =

z + 1

z
Sν£μ2£ν(z) =

z + 1

z
S(μ£ν)2(z) = S2μ£ν(z)

for z ∈ Ψμ(H) ∩Ψν(H) and similarly for eSμ.
We finally observe that (7) also holds for symmetric probability measures on R.

Proposition 9. Let μ be a symmetric probability measure on R. Then

z = C¢μ (zSμ(z)) and z = C¢μ
³
z eSμ(z)´ , (13)

whenever 1/[zSμ(z)] and 1/[z eSμ(z)] belong to domains Γη,M where F−1μ is defined, respectively.

Proof Let χμ be the inverse of Ψ in H. Using (8) we have that for z ∈ Ψμ(H), z = Ψμ(χμ(z)) =
Gμ(1/χμ(z))/χμ(z)− 1. Thus, Gμ(1/χμ(z)) = (1 + z)χμ(z) and

Fμ

µ
1

χμ(z)

¶
=

1

(1 + z)χμ(z)
.

Then,
1

χμ(z)
= F−1μ

µ
1

(1 + z)χμ(z)

¶
.

Finally, use (4) to obtain

z = (1 + z)χμ(z)F
−1
μ

µ
1

(1 + z)χμ(z)

¶
− 1 = C¢μ (zSμ(z))

and similarly for eSμ.
4. Representation of Symmetric Free Stable Laws

Following [2], it is said that a probability measure μ on R is stable with respect to the free additive
convolution ¢ defined by (5), or simply free stable or ¢-stable, if the class

{ψ(μ) : ψ is an increasing affine transformation}

is closed under the free additive convolution ¢. We denote by S¢ (R) the class of all free stable
distributions on R. They are examples of probability measures on R with unbounded supports,
without all moments and without atoms. These distributions and their domains of attractions
have been studied in [4], [6] and [13]. Here we are interested in symmetric free stable distributions
S¢s (R) and in free stable distributions S¢ (R+) with nonnegative support.
We first use the results in the Appendix in [4], to find the free cumulant transforms of

distributions in S¢s (R) and S¢ (R+).
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Lemma 10. a) A probability measure σ on R+ belongs to S¢ (R+) if and only if there exist α,
0 < α < 1, θ > 0 and γ0 ≥ 0, such that

C¢σ (z) = γ0z − θeiαπzα. (14)

b) A probability measure ν on R+ belongs to S¢s (R) if and only if there exist α, 0 < α < 2 and
θ > 0, such that when 1 ≤ α ≤ 2

C¢ν (z) = θei(α−2)
π
2 zα (15)

and when 0 < α < 1
C¢ν (z) = −θeiα

π
2 zα. (16)

Proof We use the relation C¢ν (z) = zφν(
1
z ) given by (4) between the free cumulant transform

C¢μ and the Voiculescu transform φμ defined by (3).
a) From Section A4 and (4) in the Appendix in [4] and Theorem 7.5 in [7], σ is a free stable

distribution with support in (0,∞), if and only if there exist α, 0 < α < 1, and θ > 0, such
φσ(z) = −θeiαπz−α+1. Then, use (4) to obtain (14).
b) Similarly, from (2) in the Appendix [4] and Theorem 7.5 in [7], the measure μ is a

symmetric free stable distribution (with asymmetry coefficient ρ = 1 in the notation of [4]) if
and only if there exist α, 0 < α ≤ 2, and θ > 0, such that φν(z) = θei(α−2)

π
2 z−α+1 when

1 ≤ α ≤ 2 and φν(z) = −eiα
π
2 z−α+1 when 0 < α < 1. In both cases (b) follows using (4).

For 0 < α < 1, we denote by σα an element in S¢ (R+) with free cumulant transform (14)
and drift γ0 = 0. In this case σα has support (0,∞) and we say that σα is a positive free α-stable
distribution. In general, a distribution in S¢ (R+) has support (γ0,∞) in which case we use the
notation σα,γ0 . Similarly, να is a symmetric free α-stable distribution, 0 < α < 2, if να ∈ S¢ (R)
and its free cumulant transform is given by (15) or (16). In what follows the power functions zc

are defined through their principal branches in C+.
The S-transforms of positive and symmetric free α-stable distributions are as follows.

Proposition 11. a) If σα is a positive free α-stable distribution, 0 < α < 1, then there exists
θα > 0 such that

Sσα(z) = θαe
i(1−α) πα z

1−α
α . (17)

b) If να is a symmetric free α-stable distribution, 0 < α ≤ 2, there exists θα > 0 such that

Sνα(z) = θαe
i(2−α) π2α z

1−α
α . (18)

Proof a) Use (7) and (14) to obtain the equation

z = C¢σα (zSσα(z)) = −θe
iαπ (zSσα(z))

α = θei(1+α)πzαSασα(z),

from which (17) follows for z ∈ C+, since φσα is analytic on C+.
b) Let 0 < α < 1. Use (13) and (16) to obtain the equation

z = C¢να (zSνα(z)) = −θe
iαπ

2 (zSνα(z))
α
= θei(1+

α
2 )πzαSανα(z),

from which (18) follows for z ∈ C+, since φνα is analytic on C+. Similarly for 1 ≤ α ≤ 2.
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The following result gives a representation of symmetric free stable distributions as the
multiplicative convolution of the Wigner distribution with a positive free stable distribution.
Recall that the standard semicircle or Wigner distribution is the probability measure

w(dx) =
1

2π

p
4− x2 · 1[−2,2]dx. (19)

It is a symmetric free stable distribution with α = 2 and therefore

Sw(z) =
1√
z
. (20)

Theorem 12. For 0 < α < 2, the symmetric free α-stable distribution να has the representation

να = σβ £ w

where σβ is a positive free β-stable distribution with index β = 2α/(2 + α).

Proof Use (20), (17) and (18) to obtain

Sνβ (z)Sw(z) = θβe
i(1−β)πβ z

1−β
β −

1
2 = θαe

i(2−α) π2α z
1−α
α = Sνα(z).

Hence, Theorem 7 gives the result.

For positive stable distribution the following reproducing property holds [4, Proposition A
4.3]: For all s, t > 0,

σ 1
1+s+t

= σ 1
1+s

£ σ 1
1+t

.

As a final result, we obtain a similar reproducing property for symmetric free stable distributions.

Proposition 13. For all s, t > 0

ν 1
1+s+t

= σ 1
1+s

£ ν 1
1+t

= σ 1
1+t

£ ν 1
1+s

.

Proof It follows using (17), (18) and Theorem 12.
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References

[1] O. Arizmendi, O. E Barndorff-Nielsen and V. Pérez-Abreu, Free and classical type G laws,
Preprint.

[2] O. E. Barndorff-Nielsen and S. Thorbjørnsen, Classical and Free Infinite Divisibility and
Lévy Processes. In U. Franz and M. Schürmann (Eds.): Quantum Independent Increment
Processes II. Quantum Lévy processes, Classical Probability and Applications to Physics,
Springer, pp 33-160, 2006.

9



 
 

[3] F. Benaych-Georges, On a surprising relation between the Marchenko-Pastur law, rectan-
gular and square free convolutions, arXiv: 0808.3938v1 [math.PR] 28 Aug 2008.

[4] H. Bercovici and V. Pata, with an appendix by P. Biane, Stable laws and domains of
attraction in free probability theory, Ann. Math. 149 (1999), 1023-1060.

[5] H. Bercovici and V. Pata, A free analogue of Kinčin characterization of infinite divisibility,
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