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Introduction

Branching particle systems constitute a vigorous area of contemporary theory of stochas-

tic processes. From the theoretical point of view, this kind of models is relevant because

of the rich mathematical structure associated to their qualitative behavior, and of their

connection with other areas of mathematics, such as partial differential equations and

analysis. Also, but not less important, branching particle system are very useful in

applications in fields like biology, genetics, statistical physics, ecology, epidemics, etc.

In this thesis we study a branching system of particles living in d-dimensional Eu-

clidean space Rd, which can be described roughly as follows. Individuals or particles are

subject to random motions, random lifetimes and random branching. More precisely,

we study a critical binary branching population in which each particle, during a random

lifetime τ , performs a spherically symmetric α-stable process in Rd, α ∈ (0, 2]. At the

end of the particle’s lifetime either it branches into two new particles with probability

1/2, and in this case the new particles appear at the position where their progenitor died,

or the particle disappears with probability 1/2. We assume that τ has a distribution

function belonging to the domain of attraction of a γ-stable law, with γ ∈ (0, 1). More

specifically, we assume hat τ is a non-arithmetic random variable and possesses a distri-

bution function F such that supp(F ) ⊂ [0,∞), F (0) = 0, F (x) < 1 for all x ∈ [0,∞),

and

1− F (u) ∼ u−γ/Γ(1− γ) as u→∞ (1)

for some γ ∈ (0, 1), where Γ(·) denotes the gamma function. Also, we assume that

v



vi INTRODUCTION

the population starts off from a Poisson random field on Rd with intensity measure Λ,

Λ being the Lebesgue measure on Rd. Finally, we suppose all the standard indepen-

dence assumptions in branching systems. We write Xt(A) ≡ X(t, A) for the number

of individuals living in the Borel set A ⊂ Rd at time t ≥ 0. Notice that the process

X ≡ {Xt, t ≥ 0} takes values in the space of locally finite counting measures on Rd. A

similar model, but with a more general branching mechanism, has been studied by Kaj

and Sagitov (1998), Vatutin and Wakolbinger (1999) and Fleischmann et. al. (2002).

Before we go into the details of the kind of results obtained in this work, we give a

brief discussion of some, by now classical results, in the case of exponentially distributed

lifetimes.

Consider the branching model described above but with exponentially distributed

lifetimes, i.e., F (t) = 1− ect, t ≥ 0, for some constant c > 0. Throughout this work such

model will be referred to as critical binary branching system. An important consequence

of the assumption of exponentially distributed lifetimes is that the measure-valued pro-

cess {Xt, t ≥ 0} enjoys the Markov property. The model we shall study in this thesis,

having non-exponential lifetimes, will be called critical binary age-dependent branching

system and, in general, the process {Xt, t ≥ 0} is not Markovian. Kaj and Sagitov (1998)

and Fleischmann et. al. (2002) recover the Markov property of their models by enlarging

the phase-space of the population, attaching to each particle its residual life time.

Dawson (1977) and Dawson and Ivanoff (1978) investigated the asymptotic behavior

(extinction vs. persistence) of the critical binary branching system. They proved that

this process becomes extinct if d ≤ α, namely, Xt
v→ 0 in probability as t −→ ∞,

where
v→ denotes convergence in the vague topology. On the other hand, if d > α,

Xt
v→ X∞ in distribution as t −→∞, where X∞ is an equilibrium state with EX∞ = Λ

(this is called persistence), see Gorostiza and Wakolbinger (1991). Gorostiza (1983)

studied the so-called high density fluctuation limit of this branching system (under a

more general branching mechanism). The multi-type version of this model was studied by

López-Mimbela (1992). Vatutin and Wakolbinger (1999) investigated the persistence vs.
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extinction dichotomy of an age-dependent critical branching system, where the offspring

number ζ of any individual has probability generating function given by

Φ(s) := Esζ = s+ c(1− s)1+β, (2)

with |s| ≤ 1, β ∈ (0, 1] and c ∈ (0, 1
1+β

]. Notice that the choice β = 1 and c = 1/2

gives the critical binary branching case. This branching law will be referred as (1 + β)-

branching. Vatutin and Wakolbinger (1999) have shown the following: (a) Assume that

τ is a non-arithmetic random variable such that Eτ <∞, and that the initial population

is Poisson distributed with intensity measure Λ. Then the population is persistent for

d > α/β, and goes to local extinction when d ≤ α/β. Hence, if Eτ < ∞, the critical

dimension for persistence is the same as for the branching system with exponentially

distributed lifetimes. (b) If τ has heavy tail as in (1), then the critical dimension is d =

αγ/β, meaning that the population is persistent for d > αγ/β and goes to local extinction

for d < αγ/β. Later on, Fleischmann et. al. (2002) proved that persistence also holds at

the critical dimension. By Markovianizing the model through the residual lifetime of each

particle, Kaj and Sagitov (1998) have shown that the age-dependent branching particle

system admits a diffusion-type approximation, i.e., a limit procedure similar to the one

used to obtain the so-called Dawson-Watanabe superprocess. Moreover, Fleischmann et.

al. (2002) investigated scaling properties of the diffusion limit and absolutely continuity

properties of its states.

From the above paragraph one learns that, contrary to the case of finite-mean life-

times, the dimension for persistence in presence of heavy-tailed life times changes accord-

ing to the decay exponent of the tail. In the case of finite variance branching, this reveals

that there is a kind of competition (or compensation) between longevity of individuals

and the transience/recurrence property of the motion process. Heavy-tailed lifetimes

enhance the mobility of individuals, favoring the spreading out of the the particles and

thus counteracting the tendency to local extinction, see Vatutin and Wakolbinger (1999)

and Fleischmann et. al. (2002). Hence, it would be interesting to investigate further
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properties of this model, which could display more differences with respect to the expo-

nentially distributed lifetimes case, or even with the case of lifetimes with finite mean.

Besides, there is no genuine reason to assume exponentially distributed lifetimes in our

model, and in applications it is more realistic to assume a more general non-exponential

lifetime distribution.

The occupation time process of a branching system is another object that has been

extensively studied in the context of exponentially distributed lifetimes (see Cox and

Griffeath (1985), Méléard and Roelly (1992), Bojdecki et. al. (2006a), Bojdecki et.

al. (2006b)). See also Bojdecki et. al. (2007b) for the case of (1 + β)-branching. Is-

coe (1986a) and Fleischmann and Gärtner (1986) investigated the occupation time of

Dawson-Watanabe superprocesses, i.e., measure-valued processes which are diffusion lim-

its of branching particle systems with exponential lifetimes.

The occupation time process of a càdlàg measure-valued process Y ≡ {Yt, t ≥ 0}, is

again a measure-valued process J ≡ {Jt, t ≥ 0} which is defined by

〈ψ, Jt〉 :=

∫ t

0

〈ψ, Ys〉ds, t ≥ 0,

for all bounded measurable function ψ : Rd → R+, where 〈ψ, µ〉 ≡
∫
ψdµ with µ a

measure on Rd. Cox and Griffeath (1985) and Méléard and Roelly (1992) proved a

strong law of large numbers for the occupation time of a critical binary branching system.

Namely, as t −→∞,

t−1〈ψ, Jt〉
a.s.→ 〈ψ,Λ〉

for all positive continuous function ψ with compact support. Moreover, Cox and Griffeath

(1985) proved the following central limit-type theorem for the occupation time of the

critical binary branching Brownian motion: As t→∞,

〈Jt, 1A〉 − 〈1A,Λ〉t
bt

⇒N(0, σ2), A ∈ B(Rd),

where bt is a function that depends on the spatial dimension d, and σ2 is a positive

constant that also may vary with the dimension. The dimension dependence of the
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normalizing function bt is a typical characteristic in this theory because the behavior

of the branching system is highly related to the transience/recurrence behavior of the

motion process.

Bojdecki et. al. (2006a) and Bojdecki et. al. (2006b) have investigated the limit

fluctuations of the rescaled occupation time process of this branching system. They have

shown that in case of “low dimensions”, α < d < 2α, these limits are processes which

exhibit long-range dependence behavior, such as fractional Brownian motion and sub-

fractional Brownian motion. See also Birkner and Zähle (2007) for related results, where

the underlying process is a branching random walk in the d-dimensional lattice. See

Bojdecki et. al. (2007b) for the case of (1 + β)-branching with β < 1, where some long-

range dependence self-similar non Gaussian process appear in the case of intermediate

dimensions α/β < d < α(1 + β)/β. Talarczyk (2007) studied a functional ergodic result

at the critical dimension, d = α/β, in the case of (1 +β)-branching. See Milos (2007) for

a general critical finite variance branching law in a population starting off either from

a standard Poisson random field or from the equilibrium distribution for intermediate

dimensions (α < d < 2α).

Iscoe (1986a) proved a central limit-type theorem for the occupation time of the

Dawson-Watanabe superprocess; see also Fleischmann and Gärtner (1986) for more re-

sults in this direction.

Our aim in this thesis is to perform a step forward, by investigating some of the

above-mentioned limit results and properties in the case of critical binary-branching

age-dependent particle system. In what follows we give an outline of this work, as well

as an (informal) description of the obtained results.

We start in Chapter 1 with a brief review of background results that we need to

develop this work. Proofs are omitted, but we provide references where they can be

found.

Chapter 2 contains the precise definition of the model studied in this work. Also,

some moments calculations which we shall use in the subsequent chapters are given there.
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In Chapter 3 we investigate the so-called high density and space-time scaling limits

of our age-dependent branching system. The high density limit consist in increasing the

initial intensity by a factor K which will tend to infinity, see Martin-Löf (1976) for the

physical motivation of this rescaling. We are interested in the fluctuations process, i.e,

we center the process around its mean measure and normalize it by K1/2; this entails

to change the state-space of X and the underlying notion of convergence. We show

that the fluctuations process converges to an S ′(Rd)-valued centered Gaussian process

whose covariance functional is calculated explicitly, where S ′(Rd) denotes the strong

dual of the space S(Rd) of rapidly decreasing functions, see Section 1.2 in Chapter 1.

Also we prove several properties of the limit process, namely, Markov property, almost

sure continuity of paths in the norm ‖·‖−p (which is a norm on a subspace of S ′(Rd)

which renders a stronger topology than that of S ′(Rd)) for some p ≥ 1, and the form

of the spectral measure. These results are valid for a general non-arithmetic lifetime

distribution. When the lifetime distribution possesses a continuous density, we also

show that the limit process satisfies a generalized Langevin equation. These results

were known only in the case of exponentially distributed lifetimes; see Gorostiza (1983)

for the general mono-type branching case, and López-Mimbela (1992) for systems with

multi-type branching.

For the space-time scaling limit we assume that the lifetime distribution has a tail

of the form (1). The coordinates in space and time are respectively Kx and Kαt, again

K being a parameter which will tend to infinity. As in the high density limit, we are

interested in the asymptotic normalized fluctuations of the process. In this case we need

to assume that d > αγ, i.e., we require supercritical dimension for persistence. The

normalizing constant for the fluctuation process is Kd+αγ, with K −→∞. (Recall that,

for exponentially distributed lifetimes, the normalizing function is Kd+α; see Gorostiza

(1983)). The limit process is again an S ′(Rd)-valued centered Gaussian process, it is a

Markov process and possesses a version which is continuous in the norm ‖·‖−p for some

p ≥ 1. Also, it satisfies a generalized Langevin equation. Heavy-tailed lifetimes play a
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key role in the space-time scaling because the power γ of the tail decay figures explicitly

in the limit theorems, the effect being similar to the one that it has in the diffusion limit

approximation of Kaj and Sagitov (1998); see equation (5.1) there.

It is well known that, in order to prove weak convergence of a sequence {Pn}∞n=1

of probability measures in the Skorokhod space, it is sufficient to show weak conver-

gence of the finite-dimensional marginals, and tightness (or relative compactness) of

{Pn}. In our proof of the fluctuation limit theorems mentioned above, convergence of

finite-dimensional distributions is achieved by the usual method, showing convergence of

characteristic functionals and using the Minlos-Sasonov theorem. The proof of tightness

can not be carried out as in the classical case of exponentially distributed life times

because, as we mentioned above, {Xt, t ≥ 0} is not a Markov process, and many of the

steps in the proof of tightness are based on this property. To overcome this difficulty, we

consider the Markov process {Xt × X̄t, t ≥ 0}, where {X̄t, t ≥ 0} is a Markovianization

of the branching system {Xt, t ≥ 0} obtained by enlarging the phase-state, including

the “elapsed time” or “age” of each individual (see Appendix A for a more detailed

discussion, and see Kaj and Sagitov (1998) and Fleischmann et. al. (2002) for a related

procedure based on the residual lifetime of each particle).

Chapter 4 is devoted to prove laws of large numbers for the occupation time process.

We prove that in supercritical dimensions, namely d > αγ for lifetime distributions

satisfying (1), and d > α for finite-mean lifetimes, the occupation time of the critical

binary age-dependent branching system satisfies a strong law of large numbers. This

result is similar to that obtained by Cox and Griffeath (1985) and Méléard and Roelly

(1992) in case of exponentially distributed lifetimes.

In case of heavy-tailed lifetimes the proof of the strong law of large numbers is

carried out into two steps. In the first step we consider the case of “low” dimensions

αγ < d < 2α, and in the second step we deal with “large” dimensions d ≥ 2α. In the

case of low dimensions we consider a general non-arithmetic lifetime distribution with

tail of the form (1). We use the covariance functional of the non-Markovian branching
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system described in Chapter 2, and certain subtle techniques from Bojdecki et. al.

(2006a) and Bojdecki et. al. (2006b), which we adapted to our non-Markovian scenario.

We were unable to extend this method to all dimensions because of the lack of proper

upper-bounds for the variance functional of the re-scaled occupation time.

To deal with the case of large dimensions, we use the Markovianized branching system

introduced in Appendix A. This allows us to use directly the well-known self-similarity

of α-stable transition densities, as was done in Méléard and Roelly (1992). Here we

must say that, in order to use this procedure, it is necessary to assume that the lifetime

distribution possesses a continuous density function. This contrasts with the case of low

dimensions, where no absolute continuity condition is required. We think, however, that

the result should be true for general lifetime distributions.

In the case of a general non-arithmetic lifetime distribution having finite mean, we

show that the strong law of large numbers holds for all d > α. Notice that this conclusion

extends the known result of Cox and Griffeath (1985) and Méléard and Roelly (1992) in

the case of exponentially distributed lifetimes. The proof is carried out using estimates

of the variance functional of the occupation time process, as well as bounds of α-stable

distributions.

Up to now, we have investigated fluctuation limit theorems for our branching model

under various re-scalings, and strong laws of large numbers of the occupation time process

for a wide class of lifetime distributions. Our next goal is to go further by investigating

fluctuations of the occupation time process. In Chapter 5, we present some work in

progress regarding the occupation time fluctuation process and some comments for future

work.

Occupation time fluctuations of branching systems have been extensively investigated

in recent years by T. Bojdecki, L.G. Gorostiza and A. Talarczyc, in the case of exponen-

tially distributed lifetimes. As we mentioned earlier, these authors obtained fluctuation

limits which are Gaussian processes exhibiting long-range dependence behavior, such as

fractional Brownian motion or sub-fractional Brownian motion. See Bojdecki et. al.
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(2007b) where other non Gaussian long-range dependence processes appear.

For our model, we have shown that the covariance function of the re-scaled occupa-

tion time process converges in dimensions αγ < d < 2α to a covariance function C(γ)

depending on γ. Moreover, C(1) (which corresponds to lifetimes with finite mean) is

proportional to the covariance function of the sub-fractional Brownian motion. This in-

sinuates that, regardless of the exponential -or otherwise- distribution lifetime, as soon as

Eτ <∞, the occupation time fluctuations should have a distribution of the type of sub-

fractional Brownian motion, or of one of its relatives. Although convergence of covariance

functions does not imply any kind of convergence of the underlying processes, this sug-

gests a further research to show that, at least, weak convergence of finite-dimensional

distributions holds. Such a result would extend Theorem 2.2 of Bojdecki et. al. (2006a)

to any lifetime distribution with finite mean. In case of heavy-tailed lifetimes, the form

of the limiting covariance function suggests the existence of a new Gaussian process with

long-range dependence behavior.
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Chapter 1

Preliminaries

1.1 The space Mp(Rd)

For a more detailed discussion on the following topic see Ethier and Kurtz (1986) and

Kallenberg (1983).

Let Rd be the d-dimensional Euclidean space and | · | the usual norm on it. Let

C(Rd) be the space of continuous real-valued functions φ : Rd −→ R. Cc(Rd) denotes

the subspace of continuous functions with compact support, and let Cc(Rd)+ denote the

subset of non-negative elements of Cc(Rd). Let C0(Rd) be the set of elements of C(Rd)

vanishing at infinity.For each p ≥ 0 we define the reference function

φp(x) = (1 + |x|2)−p, x ∈ Rd.

We denote by Mp(Rd) the space of non-negative Radon measures µ on Rd, such that∫
φpdµ <∞, and endow Mp(Rd) with the p-vague topology, i.e., the minimal topology

under which the maps µ 7−→
∫
φdµ are continuous for φ ∈ Kp(Rd)+, where Kp(Rd)+ =

Cc(Rd)+ ∪ {φp}.

Mp(Rd) is a complete, separable metric space, and the finite atomic measures are

dense in it. We denote by Np(Rd) ⊂ Mp(Rd) the subspace of counting measures. The

Lebesgue measure on Rd belongs to Mp(Rd) for p > d/2. D(R+,Mp(Rd)) denotes

1
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the space of functions from R+ to Mp(Rd) which are right continuous left limited.

D(R+,Mp(Rd)) equipped with the Skorokhod topology is a complete, separable met-

ric space (Ethier and Kurtz (1986)).

Existence of versions of processes in D(R+,Mp(Rd)) can not be deduced directly

from usual results, because Mp(Rd) with the p-vague topology is not locally compact.

However, Mp(Rd) can be seen as a subset of the locally compact space Mp(Ṙd), which

is defined in the following paragraph.

A complete discussion on the following can be found in Iscoe (1986a), Dawson and

Gorostiza (1990) and references there in.

Let Ξ be an isolated point and define Ṙd = Rd ∪ {Ξ}. Now, for each p ≥ 0 define φ̇p

on Ṙd as follows,

φ̇p(x) =

 φp(x) if x ∈ Rd,

1 if x = Ξ.

The space Mp(Ṙd) is the set of non-negative Radon measures µ on Ṙd such that,∫
φpdµ|Rd + µ({Ξ}) <∞,

equipped with the p-vague topology, which is defined analogously as in Mp(Rd), where

the functions φ are in

K∞p (Ṙd) = C∞c (Rd) ∪ {φ̇p},

where C∞c (Rd) denotes the space of infinitely differentiable functions ϕ : Rd −→ R with

compact support. Let Cp(Rd) be the space of real-valued continuous functions on Rd

such that

|φ|p := sup
x∈Rd
|φ(x)/φp(x)| <∞,

and

Cp,0(Rd) :=
{
φ ∈ C(Rd) : φ/φp ∈ C0(Rd)

}
Then Cp(Rd) and Cp,0(Rd) are Banach spaces with respect to the norm | · |p. Let Cp(Ṙd)
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be the space of real-valued continuous functions φ on Ṙd such that φ(Ξ) = c ∈ R+ and

lim
|x|→∞

|x|2p|φ(x)| = c.

Note that Kp(Rd) ⊂ Cp(Rd) and Kp(Ṙd) ⊂ Cp(Ṙd).

Finally, we introduce the following notation, if µ is a measure and φ a µ-integrable

function

〈φ, µ〉 :=

∫
φdµ.

1.2 Schwartz spaces

Let S(Rd) be the space of rapidly decreasing functions, i.e. functions φ : Rd → R such

that φ is infinitely differentiable, and for all p = 0, 1, 2, · · · ,

‖φ‖p =

 p∑
|k|=0

∫
Rd

(
1 + |x|2

)p |Dkφ(x)|2dx

1/2

<∞, (1.1)

where x = (x1, · · · , xd), k = (k1, · · · , kd), |k| = k1 + · · ·+ kd and Dk = ∂|k|/∂xk11 · · · ∂x
kd
d .

It can be shown that S(Rd) ⊂ Cp(Rd).

The space S(Rd) endowed with the topology induced by the system of Hilbert’s norms

{‖·‖p , p ≥ 0} is a metric space which is separable, complete and nuclear. Let Sp(Rd) be

completion of S(Rd) with respect to the norm ‖·‖p. Then Sm(Rd) ⊂ Sn(Rd) for n ≤ m,

S(Rd) = ∩p≥0Sp(Rd), and for each p ≥ 0, Sp(Rd) is a Hilbert space. In particular,

S0(Rd) = L2(Rd). Let us denote by S ′p(Rd) and S ′(Rd) the strong dual space of Sp(Rd)

and S(Rd), respectively. S ′(Rd) is nuclear and is called the Schwartz’s space of tempered

distributions on Rd.

For each p = 0, 1, 2, · · · , S ′p(Rd) is a Hilbert space with norm

‖F‖−p := sup
‖φ‖p=1

|〈F, φ〉|, F ∈ S ′p(Rd), φ ∈ Sp(Rd), (1.2)

where 〈·, ·〉 denotes the canonic bilinear form in S ′(Rd)×S(Rd) and S ′p(Rd)×Sp(Rd). We

denote by D(R+, S
′(Rd)) the space of functions from R+ to S ′(Rd) which are continuous
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from the right with limits from the left, endowed with the Skorokhod topology (see

Mitoma (1983b)).

For more details on this topic see Gelfand and Vilenkin (1966) and Treves (1967).

1.3 The spherically symmetric α-stable process

Let B ≡ {Bt, t ≥ 0} be the spherically symmetric stable process in Rd, with index

α ∈ (0, 2]. Then B is a homogeneous strong Markov process with transition functions

{pαt , t > 0} given by

pαt (x) = pαt (·, ·+ x)

=
1

(2π)d

∫
Rd

exp (−ix · y − t|y|α) dy, t > 0, x ∈ Rd, (1.3)

where x · y denotes the scalar product on Rd. The case α = 2 corresponds to Brownian

motion in Rd with variance parameter 2.

In what follows some of the constants used can change from line to line; we will

indicate the place of definition of constants by subscripts.

Let {St, t ≥ 0} be the semigroup of operators on L2(Rd) associated to the process B,

i.e. for each t ≥ 0,

(Stϕ)(x) := E [ϕ(Bt)|B0 = x]

=

∫
Rd
pαt (x− y)ϕ(y)dy, x ∈ Rd, ϕ ∈ L2(Rd).

For any ψ ∈ L2(Rd) and K ≥ 1 we denote by ψK the map x 7−→ ψ(x/K), x ∈ Rd. It

can be seen from (1.3) that the self-similarity property

StψK = (St/Kαψ)K (1.4)

holds for all t ≥ 0 and K ≥ 1. By self-similarity and unimodality of stable densities we

also have

pαt (x) ≤ c(1.5)t
−d/α, t > 0, x ∈ Rd, (1.5)
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where c(1.5) is a positive constant. Also, the bound

pαt (x) ≤ c(1.6)t|x|−d−α, t > 0, x ∈ Rd, (1.6)

holds for some positive constant c(1.6), see Fleischmann and Gärtner (1986). The in-

finitesimal generator of {St, t ≥ 0} is denoted by ∆α and is given by ∆α := −(−∆)α/2,

where ∆ in the Laplacian operator defined on C∞c (Rd) (see Sato (1999), Chapter 6); it

is known that S(Rd) ⊂ Dom(∆α). When α = 2, ∆2 = ∆ and {St, t ≥ 0} are linear

operators from S(Rd) into itself. This is not the case when α < 2, and in this case it is

better to work with the space Cp,0(Rd), p > 0.

Theorem 1.3.1 (Dawson and Gorostiza (1990)) For α < 2 and d/2 < p < (d + α)/2

the following inclusions holds

S(Rd) ⊂ Cp,0(Rd) ⊂ L2(Rd) ⊂ C ′p,0(Rd) ⊂ S ′(Rd),

S(Rd) is continuously and densely embedded in Cp,0(Rd). For any t ≥ 0, St is a con-

tinuous linear operator from S(Rd) into Cp,0(Rd). Moreover ∆α transforms continuously

S(Rd) into Cp,0(Rd).

1.4 Gaussian processes

In this Section we introduce the notion of Gaussian process with values in S ′(Rd).

Through this section all random elements will be defined on a complete probability

space (Ω,F , P ). We recall some results regarding S ′(Rd)-valued Gaussian processes.

Proofs and references can be found in Fernández (1986). If E is a topological space,

B(E) denotes the Borel σ-field in E.

Definition 1.4.1 Let X be a random variable with values in S ′(Rd). The functional

F̂X(φ) = E
[
ei〈φ,X〉

]
, φ ∈ S(Rd),
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is called the characteristic functional of X. We say that X is Gaussian if its character-

istic functional is given by

F̂X(φ) = exp

(
iµ(φ)− 1

2
K(φ, φ)

)
, φ ∈ S(Rd),

where µ(φ) is a continuous linear functional on S(Rd) and K(φ, ψ) is a positive definite

bilinear form on S(Rd)×S(Rd). The functionals µ and K are called mean and covariance

functional of X, respectively.

Theorem 1.4.2 (Itô (1984)) Let X be an S ′(Rd)-valued random variable. Then F̂X

satisfies the following properties:

1. F̂X is positive definite, i.e., for all n ∈ N, ak ∈ C and φj ∈ S(Rd), k, j =

1, 2, · · · , n,
n∑

j,k=1

aj ākF̂X(φj − φk) ≥ 0.

2. F̂X(0) = 1.

3. F̂X(φ) is continuous at φ = 0.

Theorem 1.4.3 (Bochner-Minlos, Itô (1984)) A complex-valued function F̂ (φ), φ ∈

S(Rd), is the characteristic functional of an S ′(Rd)-valued random variable provided F̂ (φ)

satisfies all the three conditions in the preceding theorem.

The correspondence X 7−→ F̂X is injective, i.e., if F̂X = F̂Y , then X = Y a.s., see Itô

(1984).

Definition 1.4.4 A stochastic process {Yt, t ≥ 0} with values in S ′(Rd), is a collection

of random variables Yt from (Ω,F , P ) into (S ′(Rd),B(S ′(Rd))). A stochastic process

{Yt, t ≥ 0} with values on S ′(Rd) is called Gaussian if all its finite dimensional distri-

butions are Gaussian, i.e., if for every n ∈ N, all t1, · · · , tn ∈ [0,∞) and φ1, · · · , φn ∈

S(Rd), the random vector

(〈φ1, Yt1〉, · · · , 〈φn, Ytn〉)
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has a Gaussian distribution on Rn.

Theorem 1.4.5 (Martin-Löf (1976)) Let Y := {Yt, t ≥ 0} be a centered S ′(Rd)-valued

Gaussian process. Then Y is a Markov process if for any fixed t > 0 the following holds:

for all t0 ≤ t and ϕ ∈ S(Rd), there exists ϕ̂ ∈ S(Rd) such that

E〈ϕ, Ys〉〈ψ, Yt〉 = E〈ϕ̂, Yt0〉〈ψ, Ys〉, s ≤ t0 ≤ t, (1.7)

for all s ≤ t0 and ψ ∈ S(Rd).

Let {Tt, t ≥ 0} be a strongly continuous semigroup of continuous linear operators

from S(Rd) into S(Rd). A linear operator A : S(Rd) −→ S(Rd) is called infinitesimal

generator of {Tt, t ≥ 0} if

Ttψ − ψ =

∫ t

0

TsAψds =

∫ t

0

ATsψds, t ≥ 0, ψ ∈ S(Rd).

Theorem 1.4.6 Let Y := {Yt, t ≥ 0} be a centered S ′(Rd)-valued Gaussian process such

that, for all t ≥ 0,

Cov(〈ϕ, Ys〉, 〈ψ, Yt〉) = Cov(〈ϕ, Ys〉, 〈Tt−sψ, Ys〉), s ≤ t,

where {Tt, t ≥ 0} is a strongly continuous semigroup of linear operators on S(Rd) with

infinitesimal generator A. Then, for all ψ ∈ S(Rd),

〈ψ, Yt〉 −
∫ t

0

〈Aψ, Ys〉ds, t ≥ 0,

is a square-integrable martingale with respect to the filtration Ft = σ{〈φ, Yr〉, r ≤ t, φ ∈

S(Rd)}, t ≥ 0.

For a proof of this theorem see Fernández (1986).

Remark 1.4.7 In our case, {Tt, t ≥ 0} will be the stable semigroup and A = ∆α,

α ∈ (0, 2]. For α < 2, see Theorem 1.3.1.
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Let F+ be the set of all positive locally bounded functions on [0,∞).

Theorem 1.4.8 (Mitoma (1983a)) There exists p ≥ 1 such that Y is almost surely

continuous in the norm ‖·‖−p if and only if there exists g ∈ F+ such that

sup
T∈R+

VT (φ)

g(T )
<∞,

where

VT (φ) := E sup
0≤t≤T

〈φ, Ys〉2.

1.5 Generalized Wiener Process and Langevin Equa-

tion

Let A : S(Rd) → S(Rd) be a continuous linear operator, and let Y := {Yt, t ≥ 0} be

a Gaussian process with values in S ′(Rd). Following Bojdecki and Gorostiza (1986), in

this section we introduce the concept of generalized Wiener process and give conditions

under which Y satisfies a generalized Langevin equation of the form

dYt = A∗Ytdt+ dWt, (1.8)

where A∗ is the adjoint operator of A (Treves (1967)), and W is Wiener process with

values in S ′(Rd).

Definition 1.5.1 A centered Gaussian process {Wt, t ≥ 0} with values in S ′(Rd) is

called generalized Wiener process if it has continuous paths and its covariance functional

K(s, ϕ; t, ψ) := E[〈ϕ,Ws〉〈ψ,Wt〉] s, t ≥ 0, ϕ, ψ ∈ S(Rd),

has the form

K(s, ϕ; t, ψ) =

∫ t∧s

0

〈ψ,Quϕ〉du,

where the operators Qu : S(Rd)→ S ′(Rd) have the following properties:
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1. For each u ≥ 0, Qu is linear, continuous, symmetric and positive.

2. For each ϕ, ψ ∈ S(Rd), the function u 7−→ 〈ψ,Quϕ〉 is continuous from the right

and have limits from the left.

We say that the generalized Wiener process is associated to the family of operators

{Qu, u ≥ 0}.

Definition 1.5.2 We say that Y satisfies (in the mild sense) the generalized Langevin

equation (1.8) if for each φ ∈ S(Rd),

〈φ, Yt〉 = 〈φ, Y0〉+

∫ t

0

〈Aφ, Ys〉ds+ 〈φ,Wt〉, t ≥ 0. (1.9)

Theorem 1.5.3 (Bojdecki and Gorostiza (1986)) Assume that the following conditions

are true:

1. Y = {Yt, t ≥ 0} is a continuous centered Gaussian process with values in S ′(Rd)

and covariance functional

K(s, ϕ; t, ψ) = Cov(〈ϕ, Ys〉, 〈ψ, Yt〉), s, t ≥ 0, ϕ, ψ ∈ S(Rd).

2. For each ϕ ∈ S(Rd), the function s 7−→ K(s, ϕ; s, ϕ) is continuously differentiable.

3. A is a continuous operator from S(Rd) into itself, and generates a strongly contin-

uous semi-group of operators {St, t ≥ 0} on S(Rd).

4. For any 0 ≤ s ≤ t and ϕ, ψ ∈ S(Rd), K satisfies

K(s, ϕ; t, ψ) = K(s, ϕ; s,St−sψ).

Then Y is a Markov process, and there exists a generalized Wiener process W such that

Y is solution of (1.8). The Wiener process W is associated to the family of operators

Q = {Qu, u ≥ 0} defined by

〈ϕ,Quψ〉 =
d

du
K(u, ϕ;u, ψ)−K(u,Aϕ;u, ψ)−K(u, ϕ;u,Aψ), ϕ, ψ ∈ S(Rd). (1.10)
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1.6 Spectral measure

Definition 1.6.1 A random variable Y with values in S ′(Rd) is called homogeneous,

stationary or translation invariant, if for all ϕ1, · · · , ϕn ∈ S(Rd), n = 1, 2, · · · , and

h ∈ Rd

(〈ϕ1, Y 〉, · · · , 〈ϕn, Y 〉)
d
= (〈ϕ1(·+ h), Y 〉, · · · , 〈ϕn(·+ h), Y 〉) ,

where
d
= means equality in distribution.

Theorem 1.6.2 Let Y be a homogeneous S ′(Rd)-valued random variable. Then, its

covariance functional can be written in the form

Cov (〈ϕ, Y 〉, 〈ψ, Y 〉) =

∫
Rd
ϕ̂(x)ψ̂(x)σ(dz),

where ϕ̂ is the Fourier transform of ϕ, i.e.,

ϕ̂(z) =

∫
Rd
eix·yϕ(z)dz,

where x · y is the inner product in Rd, and σ is a non-negative Radon measure which is

called spectral measure.

1.7 Facts from renewal theory

Let F be a distribution function on R+. The renewal function U associated to F is

defined by

U(t) =
∞∑
n=0

F ∗n(t),

where F ∗0 ≡ 1 and F ∗n denotes the nth power convolution of F , n = 1, 2, . . .. The

renewal function U satisfies the following renewal equation

U(t) = 1 +

∫ t

0

U(t− s)dF (s), t ≥ 0.
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Remark 1.7.1 If for λ > 0, 1− F (t) = e−λt, t ≥ 0. Then, U(t) = 1 + λt, t ≥ 0.

Lemma 1.7.2 Assume that F has a continuous density f . Then, the renewal function

U possesses a continuous density u, which satisfies

u(t) = f(t) +

∫ t

0

u(t− s)f(s)ds.

Proof: See Feller (1968) p. 367.

Theorem 1.7.3 (Elementary Renewal Theorem) Assume that F is distribution function

on the non-negative real line with mean 0 < µ <∞. Then,

lim
t−→∞

U(t)

t
=

1

µ
.

Proof: See Karlin and Taylor (1975) p. 188, or Feller (1968).

Definition 1.7.4 A slowly varying function is a positive measurable function l, defined

on a neighborhood [A,∞) of infinity, such that l(cx) ∼ l(x), i.e.,

l(cx)

l(x)
→ 1, x→∞, for all c > 0.

Theorem 1.7.5 Let l be a slowly varying function. Then,

1− F (t) ∼ l(t)

tγΓ(1− γ)
,

for some 0 < γ < 1 as t→∞ if, and only if

U(t) ∼ tγ

l(t)Γ(1 + γ)
,

as t→∞.

Proof: See Bingham et. al. (1987) p. 361.
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1.8 Weak convergence

In this section we give a result from Gorostiza and Fernández (1991) which will be used

to prove weak convergence of fluctuation processes in the Skorokhod space.

Let E and F be Fréchet nuclear spaces, or strict inductive limits of a sequence of

Fréchet nuclear spaces, and let E ′ and F ′ be their strong dual, respectively, (see e.g.

Treves (1967) for for definitions of these concepts). Let us denote by D(R+, E
′) the

space of functions from R+ to E ′ which are right-continuous with left limits. We endow

D(R+, E
′) with the Skorokhod topology, see Treves (1967), Gelfand and Vilenkin (1966),

Mitoma (1981), Mitoma (1983a). The subset of continuous elements of D(R+, E
′) is

denoted by C(R+, E
′). Convergence in the Sokorokhod topology is denoted by =⇒, and

=⇒f means convergence in the sense of finite-dimensional distributions.

Theorem 1.8.1 (Gorostiza and Fernández (1991)) Let {Xn
t , t ≥ 0}n≥1 be a sequence

of processes with paths in D(R+, E
′), and let X0 be a process with paths in C(R+, E

′).

Assume that

(a) For each φ ∈ E there exists ψφ ∈ E such that for every n ≥ 0 the process

Mn
t (φ) := 〈φ,Xn

t 〉 −
∫ t

0

〈ψφ, Xn
s 〉ds, t ≥ 0,

is a martingale.

(b) Xn =⇒f X
0 as n→∞.

(c) For each T > 0 and φ ∈ E there exists η > 0 such that

sup
n≥1

∫ T

0

E|〈φ,Xn
s 〉|1+ηds <∞.

(d) For each t ≥ 0 and φ ∈ E the sequence {Mn
t (φ)}n≥1 is uniformly integrable.

Then Xn =⇒ X0 as n→∞ in D(R+, E
′).

Remark 1.8.2 It can be proved that conditions (c) and (d) of the above theorem are

satisfied if for each T > 0 and φ ∈ E,

sup
n≥1

sup
0≤t≤T

E〈φ,Xn
t 〉2 <∞.
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Let M := {Mt, t ≥ 0} be a stochastic process with paths on D ([0,∞), E ′ × F ′).

Then, M can be seen as follows: M = (M1,M2), with M1 := {M1
t , t ≥ 0} and M2 :=

{M2
t , t ≥ 0} taking values in D ([0,∞), E ′) and D ([0,∞), F ′), respectively.

Define T : D ([0,∞), E ′ × F ′) −→ D ([0,∞), E ′) as follows. Given x := {(x1, x2) =

(x1(t), x2(t)), t ≥ 0} ∈ D ([0,∞), E ′ × F ′), let

Tx = x1.

Then T is a continuous transformation. An application of the continuous mapping the-

orem gives the following.

Lemma 1.8.3 Let {Mn, n = 0, 1, 2, · · · } be a sequence of stochastic processes on

D ([0,∞), E ′ × F ′) and assume that Mn =⇒M0, as n −→∞. Then,

TMn =⇒ TM0 ≡M1
0 , as n −→∞. (1.11)

1.9 List of notations

B(E): the Borel σ-field of a topological space E.

Λ: Lebesgue measure on Rd.

=⇒: denotes weak convergence in the Skorokhood space.

=⇒f : means convergence in the sense of finite-dimensional distributions.

δx: Dirac measure at x.

Dom(∆α): domain of ∆α on Cp(Rd).

Dom(A): domain of the operator A.

a.s.: almost sure.

σ{Xt, t ∈ I}: σ-field generated by the random variables Xt, t ∈ I.

F+: the set of all positive locally bounded functions on [0,∞).

S(Rd): space of rapidly decreasing functions.

S ′(Rd): strong dual of S(Rd).
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{Bt, t ≥ 0}: spherically symmetric α-stable process.

〈φ, µ〉: denotes
∫
φdν, where φ is a measurable function and µ is a measure.



Chapter 2

The Model

We consider a population of individuals or particles living in Rd. Any given particle lives

a random amount of time τ during which it migrates following a spherically symmetric

α-stable motion, and, at the end of its life, it branches leaving behind a random number ζ

of descendants, all appearing at the parent’s death position, and evolving independently

under the same rules. We assume that the population starts off from a Poisson population

of new particles, with intensity measure Λ, where Λ denotes the Lebesgue measure on

Rd.

We assume the classical binary splitting, that is, the probability generating function

of ζ is given by

Φ(s) =
1

2
+

1

2
s2, s ∈ [−1, 1]. (2.1)

Moreover, we suppose that the lifetime τ has a distribution function F such that supp(F ) ⊂

[0,∞), F (0) = 0, F (x) < 1 for all x ∈ [0,∞), and

1− F (u) ∼ u−γ/Γ(1− γ) as u→∞ (2.2)

for some γ ∈ (0, 1), where Γ(·) denotes the gamma function. Notice that (2.2) implies

that F belongs to the domain of attraction of a γ-stable law.

We put

Ψ(s) = Φ(1− s)− 1 + s, s ∈ [−1, 1], (2.3)

15



16 CHAPTER 2. THE MODEL

and write B ≡ {Bt, t ≥ 0} for the d-dimensional α-stable process. The α-stable tran-

sition densities, and the corresponding semigroups of linear operators, are designated,

respectively, {pt(x, y), t > 0, x, y ∈ Rd} and {St, t ≥ 0}.

Recall that, we write Xt(A) ≡ X(t, A) for the number of individuals living in the

Borel set A ∈ Rd at time t ≥ 0; and we notice that the process X ≡ {Xt, t ≥ 0} takes

values in the space of locally finite counting measures on Rd.

Let Zt(A) be the number of individuals in A ∈ B(Rd) at time t ≥ 0, in a population

starting at time t = 0 with a single individual. Given x ∈ Rd and t ≥ 0, we define

Qtϕ(x) := Ex

[
1− e−〈ϕ,Zt〉

]
, (2.4)

where Ex means that the initial particle is located at x ∈ Rd, and for the moment, let

us suppose that ϕ ∈ Cc(Rd)+. Note that Qtϕ ≡ 0, if ϕ = 0. Hence, since the initial

population is Poissonian, we have that

Ee−〈ϕ,Xt〉 = exp

(
−
∫

Ex

[
1− e−〈ϕ,Zt〉

]
dx

)
= exp

(
−
∫
Qtϕ(x)dx

)
, (2.5)

where E[·] denotes expectation starting with a Poisson random field as described above.

Let {τk, k ≥ 1} be a sequence of i.i.d. random variables with common distribution

F , and define {Sk, k ≥ 0} recursively by

Sk+1 = Sk + τk, k ≥ 0, S0 = 0.

Define the counting process {Nt, t ≥ 0} by

Nt =
∞∑
k=1

1{Sk≤t}, t ≥ 0.

Notice that Nt gives the generation number at time t ≥ 0.
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2.1 Some moment calculations

Our aim in this section is to calculate the first- and second-order moments of the critical

binary branching age-dependent branching particle system. These moments are used

latter to prove laws of large numbers and functional central limit theorems for our model.

The following two lemmas 2.1.1 and 2.1.2 are borrowed from Kaj and Sagitov (1998).

Lemma 2.1.1 gives an integral equation for the function defined in (2.4).

Lemma 2.1.1 The function Qtϕ solves the equation

Qtϕ(x) = Ex

[
1− e−ϕ(Bt) −

∫ t

0

Ψ (Qt−sϕ(Bs)) dNs

]

Given p = 1, 2, · · · , 0 < tp ≤ tp−1 ≤ · · · t1 < ∞, ϕ1, ϕ2, · · · , ϕp ∈ S(Rd) and

θ1, · · · , θp ∈ R we define t̄ = (t1, t2, · · · , tp), t̄ − s = (t1 − s, t2 − s, · · · , tp − s), θ(p) =

(θ1, · · · , θp)′ and

Qp
t̄ θ(p)(x) = Ex

[
1− e−

∑p
j=1 θj〈ϕj ,Ztj 〉

]
.

Lemma 2.1.2 The function Qp
t̄ θ(p) satisfies

Qp
t̄ θ(p)(x) = Ex

[
1− e−

∑p
j=1 θjϕj(Btj ) −

∫ t1

0

Ψ(Qp
t̄−sθ(p)(Bs))dNs

−
p−1∑
i=1

(
1− e−

∑p
j=i+1 θjϕj(Btj )

)∫ ti

ti+1

Ψ(Qi
t̄−sθ(i)(Bs))dNs

]
.

Using that the initial population is Poissonian we obtain, as in (2.4), that

E
[
e−

∑p
j=1 θj〈ϕj ,Xtj 〉

]
= exp

(
−
∫

Ex

[
1− e−

∑p
j=1 θj〈ϕ,Ztj 〉

]
dx

)
= exp

(
−
∫
Qp
t̄ θ(p)(x)dx

)
. (2.6)
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Given s, t ≥ 0, ϕ, ψ ∈ Cc(Rd)+ and x ∈ Rd, we define

mx(t, ϕ) := Ex[〈ϕ,Zt〉], (2.7)

Cx(s, ϕ; t, ψ) := Ex [〈ϕ,Zs〉〈ψ,Zt〉] , (2.8)

m(t, ϕ) := E〈ϕ,Xt〉,

C(s, ϕ; t, ψ) := Cov (〈ϕ,Xs〉, 〈ψ,Xt〉) .

Lemma 2.1.3 For each t ≥ 0 and ϕ ∈ S(Rd),

m(t, ϕ) = 〈ϕ,Λ〉.

Proof: First, we note that from (2.6), with p = 1,

m(t, ϕ) = −
(
∂

∂θ
Ee−θ〈ϕ,Xt〉

)
|θ=0

=

∫
∂

∂θ
Qtθ(x)|θ=0dx

=

∫
mx(t, ϕ)dx.

From Lemma 2.1.1 we see that

∂

∂θ
Qtθ(x) = Ex

[
ϕ(Bt)e

−θϕ(Bt) −
∫ t

0

Ψ′ (Qt−sθ(Bs)) dNs

]
,

where Qtθ(x)|θ=0 ≡ 0 and, by criticality, Ψ′(0) ≡ 0. Hence,

mx(t, ϕ) = (Stϕ) (x).

Therefore,

m(t, ϕ) =

∫
(Stϕ) (x)dx = 〈ϕ,Λ〉,

where the last equality follows from the fact that Λ is an invariant measure for the

α-stable semi-group.

Lemma 2.1.4 Assume that 0 < s ≤ t <∞ and ψ, ϕ ∈ S(Rd). Then,

Cx(s, ϕ; t, ψ) = Ex

[
ϕ(Bs)ψ(Bt) +

∫ s

0

mBr(t− r, ψ)mBr(s− r, ϕ)dNr

]
. (2.9)
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Proof: In order to preserve the notation in Lemma 2.1.2 with p = 2, we define t1 = t,

t2 = s, ϕ1 = ψ and ϕ2 = ϕ. Now, we observe that

Cx(t1, ϕ1; t2, ϕ2) = − ∂2

∂θ1∂θ2

Q2
t̄ θ(2)(x)

∣∣∣∣
θ1=θ2=0+

, (2.10)

where

∂2

∂θ1∂θ2

Q2
t̄ θ(2)(x) = Ex

[
−ϕ1(Bt1)ϕ2(Bt2)e

−θ1ϕ(Bt1 )−θ2ϕ2(Bt2 )

−
∫ t2

0

Ψ′′(Q2
t̄−rθ(2)(Br))

∂

∂θ2

Q2
t̄−rθ(2)(Br)

∂

∂θ1

Q2
t̄−rθ(2)(Br)dNr

−
∫ t2

0

Ψ′(Q2
t̄−rθ(2)(Br))

∂2

∂θ2∂θ1

Q2
t̄−rθ(2)(Br)dNr

−ϕ2(Bt2)e
−θϕ2(Bt2 )

∫ t2

t1

Ψ′(Q1
t2−rθ1(Br))

∂

∂θ1

Q1
t2−rθ1(Br)dNr

]
.

Hence, from (2.10) evaluating at θ1 = θ2 = 0 and using that Ψ′(0) ≡ 0 and Ψ′′(0) ≡ 1

we finish the proof.

Proposition 2.1.5 Suppose that 0 < s ≤ t <∞, and that ψ, ϕ ∈ S(Rd). Then,

C(s, ϕ; t, ψ) = 〈ϕSt−sψ,Λ〉+

∫ s

0

〈(Ss−rϕ) (St−rψ) ,Λ〉dU(r), (2.11)

where U(r) =
∑∞

k=0 F
∗k(r).

Proof: We put p = 2 in (2.6) and, as in Lemma 2.1.4, we define t1 = t, t2 = s, ϕ1 = ψ

and ϕ2 = ϕ. Then

E [〈ϕ1, Xt1〉〈ϕ2, Xt2〉] =
∂2

∂θ1∂θ2

exp

(
−
∫
Q2
t̄ θ(2)(x)dx

) ∣∣∣∣
θ1=θ2=0+

.

Hence,

E [〈ϕ1, Xt1〉〈ϕ2, Xt2〉] =

[
− ∂2

∂θ1∂θ2

∫
Q2
t̄ θ(2)(x)dx

+

∫
∂

∂θ1

∫
Q2
t̄ θ(2)(x)dx

∫
∂

∂θ1

∫
Q2
t̄ θ(2)(x)dx

] ∣∣∣∣
θ1=θ2=0+

.
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Therefore, we have obtain that

E [〈ϕ1, Xt1〉〈ϕ2, Xt2〉] =

∫
Cx(t1, ϕ1; t2, ϕ2)dx+

∫
mx(t1, ϕ1)dx

∫
mx(t2, ϕ2)dx,

and from Lemma 2.1.4 we get

C(s, ϕ; t, ψ) =

∫
Rd

Ex

[
ϕ(Bs)ψ(Bt) +

∫ s

0

mBr(t− r, ψ)mBr(s− r, ϕ)dNr

]
dx. (2.12)

Remark 2.1.6 Assume that the life times are exponentially distributed with parameter

λ > 0. Then, from Remark 1.7.1 we know that dU(t) = λdt. Hence, (2.11) simplifies to

C(s, ϕ; t, ψ) = 〈ϕSt−sψ,Λ〉+ λ

∫ s

0

〈(Ss−rϕ) (St−rψ) ,Λ〉dr,

which is the covariance functional of the branching system with exponential lifetimes.



Chapter 3

Fluctuation limits

In this Chapter we study fluctuation limit theorems under two different rescalings of the

critical binary branching particle system defined in Chapter 2 . Namely, high density

and space-time rescaling. The high density rescaling consists in increasing the number

of particles by multiplying the initial intensity by a factor K, with K → ∞. The work

of Martin-Löf (1976) deals with high density limit of a Poissonian system of independent

Markovian particles without branching, a physical meaning of this rescaling is also found

there. The space-time scaling consists in changing the space-time coordinates (x, t) by

Kx and Kαt, respectively. These changes are made in order to exploit the self-similarity

of the α-stable process. See Gorostiza (1983) for the case of exponentially distributed

lifetimes and López-Mimbela (1992) for the multi-type case with exponential lifetimes.

In both cases, high density and space-time rescaling, we obtain a strong law of large

numbers, and a functional central limit theorem for the fluctuations (around the mean);

the latter rendering a generalized (S ′(Rd)-valued) limit processes. Also, we investigate

continuity, Markov property and generalized Langevin equations for the limit processes.

In order to prove weak convergence to the fluctuation limits in the Skorokhod space,

we need to show weak convergence of the finite-dimensional distributions and tightness

of the approximating fluctuation processes. Convergence of finite-dimensional distribu-

21
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tions is shown using Bochner-Minlos Theorem (by means of convergence of characteristic

functions). The proof of tightness in our setting is more difficult than in the classi-

cal case of exponentially distributed life times; this is so because {Xt, t ≥ 0} is not a

Markov process, and many of the known results to prove tightness use this property, as

well as some martingale properties. We overcome this problem by enlarging the state

space in order to get a Markov process, and of course, to obtain martingale properties

that would allow us to apply Theorem 1.8.1. To do this, we will conceive the process

X as a process imbedded into a bigger space. More precisely, we consider a process

X̂ := {X̂t := Xt × X̄t, t ≥ 0}, where the process X̂ is a Markov process taking values in

D([0,∞),Mp(Rd)×Mp(R+ ×Rd)), for definition of Mp(R+ ×Rd) see Fleischmann et.

al. (2002).

Section 1 is devoted to the study of the high density limit theorem and Section 2 is

concerned with the space-time scaling.

3.1 High density limit theorem

In this Section we study the so-called high density limit for the process X described

in the last chapter. Let us denote by {X(K)
t , t ≥ 0} the branching system with initial

intensity KΛ. Define {M (K)
t , t ≥ 0} by

〈ϕ,M (K)
t 〉 =

〈ϕ,X(K)
t 〉 −K〈ϕ,Λ〉
K1/2

,

for each t ≥ 0 and ϕ ∈ S(Rd). Our purpose is to study the asymptotic behavior of M (K)

as K −→∞. In fact, we shall prove that M (K) =⇒M in the Skorokhod space, where M

is certain S ′(Rd)-valued Gaussian process. Also, we obtain a strong law of large numbers

for the process {X(K)
t , t ≥ 0}.

Throughout this Section we assume that F is a general life time distribution function,

i.e., a distribution function concentrated in R+.
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Now, we state our main results of this Section. The first concerns a strong law of

large numbers for the process {X(K)
t , t ≥ 0}.

Theorem 3.1.1 (Law of large numbers) For each t ≥ 0 and ϕ ∈ S(Rd),

〈ϕ,X(K)
t 〉

K
−→ 〈ϕ,Λ〉,

in L2(Rd), as K −→∞.

The main result of this section is the following theorem.

Theorem 3.1.2 (Functional central limit theorem) As K −→ ∞, M (K) =⇒ M in

D
(
R+, S

′(Rd)
)
, where M is the centered Gaussian S ′(Rd)-valued process with covariance

functional:

C(s, ϕ; t, ψ) = 〈ϕSt−sψ,Λ〉+

∫ s

0

〈(Ss−rϕ)(St−rψ),Λ〉dU(r), 0 ≤ s ≤ t, ϕ, φ ∈ S ′(Rd),

(3.1)

where U(r) =
∑∞

k=0 F
∗k(r).

Remark 3.1.3 (a) Notice that theorems 3.1.1 and 3.1.2 are true for any lifetime dis-

tribution function, since equation (2.11) is meaningful for any distribution function F .

(b) From Remark 2.1.6 we observe that if F corresponds to the exponential distribution,

then Theorem 3.1.2 renders the result proved in Gorostiza (1983).

Proofs of these theorems will be given in Section 3.1.2. In the following section we

study some properties of the limit process M . To prove the weak convergence we will

use the continuity property of M .

3.1.1 Properties of the Limit Process

In this section we shall show some properties for the limit process. Namely, Markov

property, a.s. path continuity and generalized Langevin equation.
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Theorem 3.1.4 (a) The limit process M is a Markov process.

(b) For any ψ ∈ S(Rd),

〈ψ,Mt〉 −
∫ t

0

〈∆αψ,Ms〉ds, t ≥ 0, (3.2)

is a square integrable martingale with respect to the filtration Ft = σ{〈φ,Mr〉, r ≤ t, φ ∈

S(Rd)}, t ≥ 0.

Proof: (a) First, we show that C(s, ϕ; s,St−sψ) = C(s, ϕ; t, ψ) for all s ≤ t and ϕ, ψ ∈ S.

In fact,

C(s, ϕ; s,St−sψ) = 〈ϕSs−sSt−sψ,Λ〉+

∫ s

0

〈(Ss−r[(St−rψ)(Ss−rϕ)],Λ〉dU(r)

= 〈ϕSt−sψ,Λ〉+

∫ s

0

〈(St−rψ)(Ss−rϕ),Λ〉dU(r)

= C(s, ϕ; t, ψ). (3.3)

Hence, the Markov property follows from Theorem 1.4.5. Part (b) follows immediately

from (3.3) and Theorem 1.4.6.

Theorem 3.1.5 The limit process M has continuous paths almost surely.

Proof: In fact, we will show that there exists p ≥ 1 such that M is almost surely

continuous in the norm ‖·‖−p. To this end, we will use that that for any given φ,

sup
T∈R+

VT (φ)

g(T )
<∞ (3.4)

for some g ∈ F+ and

VT (φ) := E
[

sup
0≤t≤T

〈φ,Mt〉2
]
.

Taking this for granted, the result follows from Theorem 1.4.8. To prove (3.4) we start

by observing that

〈φ,Mt〉2 =

(
〈φ,Mt〉 −

∫ t

0

〈∆αφ,Ms〉ds+

∫ t

0

〈∆αφ,Ms〉ds
)2

≤ 2

(
〈φ,Mt〉 −

∫ t

0

〈∆αφ,Ms〉ds
)2

+ 2

(∫ t

0

〈∆αφ,Ms〉ds
)2

,
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hence, using Jensen’s inequality,

E sup
0≤t≤T

〈φ,Mt〉2 ≤ 2E sup
0≤t≤T

(
〈φ,Mt〉 −

∫ t

0

〈∆αφ,Ms〉ds
)2

+2E sup
0≤t≤T

(∫ t

0

〈∆αφ,Ms〉ds
)2

≤ 2E sup
0≤t≤T

(
〈φ,Mt〉 −

∫ t

0

〈∆αφ,Ms〉ds
)2

+2TE
∫ T

0

〈∆αφ,Ms〉2ds.

Now, applying Doob’s inequality to the martingale (3.2) we have that

E sup
0≤t≤T

(
〈φ,Mt〉 −

∫ t

0

〈∆αφ,Ms〉ds
)2

≤ 22E
(
〈φ,MT 〉 −

∫ T

0

〈∆αφ,Ms〉ds
)2

≤ 23

[
E〈φ,MT 〉2 + E

(∫ T

0

〈∆αφ,Ms〉ds
)2
]

≤ 23

[
E〈φ,MT 〉2 + T

∫ T

0

E〈∆αφ,Ms〉2ds
]
.

Therefore,

E sup
0≤t≤T

〈φ,Mt〉2 ≤ 24

[
E〈φ,MT 〉2 + T

∫ T

0

E〈∆αφ,Ms〉2ds
]

+2T

∫ T

0

E〈∆αφ,Ms〉2ds

= 24E〈φ,MT 〉2 + (24 + 2)T

∫ T

0

E〈∆αφ,Ms〉2ds.

Using that

E〈φ,MT 〉2 = C(T, φ;T, φ) = 〈φ2,Λ〉+

∫ T

0

〈(ST−rφ)2 ,Λ〉dU(r)

and (1.6), we have that

〈(St−rφ)2 ,Λ〉 =

∫
Rd

[∫
Rd
pt−r(x− y)φ(y)dy

]2

dx

≤
∫

Rd

[∫
Rd
c(t− r) φ(y)

|x− y|d+α
dy

]2

dx

= (t− r)2

∫
Rd

[∫
Rd
c

φ(y)

|x− y|d+α
dy

]2

dx.
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Hence,

E〈φ,MT 〉2 ≤ 〈φ2,Λ〉+ cφ

∫ T

0

(T − r)2dU(r),

with

cφ :=

∫
Rd

[∫
Rd
c

φ(y)

|x− y|d+α
dy

]2

dx.

Therefore,

E sup
0≤t≤T

〈φ,MT 〉2 ≤ 26

[
〈φ2,Λ〉+ cφ

∫ T

0

(T − r)2dU(r)

]
+(26 + 22)T

∫ T

0

[
〈∆αφ

2,Λ〉+ c∆αφ

∫ s

0

(s− r)2dU(r)

]
ds,

which renders

E sup
0≤t≤T

〈φ,MT 〉2 ≤ cd,α,φg(T ),

where cd,α,φ is a positive constant, and

g(t) = t2 +

∫ t

0

(t− r)2dr + t

∫ t

0

∫ s

0

(s− r)2dU(r)ds,

so that g is a positive locally bounded function on [0,∞). This completes the proof. �

Theorem 3.1.6 (Langevin equation) Assume that F has a continuous density f . Then,

the process M satisfies the generalized Langevin equation

dMt = ∆∗αMt + dWt, (3.5)

M0 = W,

where W is a centered spatial white noise and W is the Wiener process associated to the

family of operators {Qt, t ≥ 0} such that for each ϕ, ψ ∈ S(Rd),

〈ϕ,Qtψ〉 = 〈ϕψ,Λ〉u(t)− 2〈ϕ∆αψ,Λ〉, (3.6)

where u(t) = dU(t)/dt.



3.1. HIGH DENSITY LIMIT THEOREM 27

Proof: We will show that M satisfies all the conditions of Theorem 1.5.3. Condition

1 follows from Theorem 1.4.8, Condition 3 holds by hypothesis and Condition 4 follows

from Theorem 1.4.5. It remains to show Condition 2. We have that, for each t ≥ 0 and

ϕ ∈ S(Rd),

C(t, ϕ; t, ϕ) = 〈ϕ2,Λ〉+

∫ t

0

〈(St−rϕ)2 ,Λ〉dU(r),

and, because of Lemma 1.7.2,

C(t, ϕ; t, ϕ) = 〈ϕ2,Λ〉+

∫ t

0

〈(St−rϕ)2 ,Λ〉u(r)dr.

Hence, the function t 7−→ C(t, ϕ; t, ϕ) is continuously differentiable. Then, applying

Theorem 1.5.3 we get the Langevin equation. It remains to show equation (3.6). Notice

that for s = t, (3.1) can be written as follows

C(t, ϕ; t, ψ) = 〈ϕψ,Λ〉+

∫ t

0

〈ϕ(S2(t−r)ψ),Λ〉u(r)dr, 0 ≤ t, ϕ, φ ∈ S ′(Rd). (3.7)

Therefore,

d

dt
C(t, ϕ; t, ψ) = 〈ϕψ,Λ〉u(t) + 2

∫ t

0

〈ϕ(S2(t−r)∆αψ),Λ〉u(r)dr.

Hence,

〈ϕ,Qtϕ〉 =
d

dt
C(t, ϕ; t, ϕ)− 2C(t,∆αϕ; t, ϕ)

= 〈ϕψ,Λ〉u(t) + 2

∫ t

0

〈ϕ(S2(t−r)∆αψ),Λ〉u(r)dr

−2〈(∆αϕ)ϕ,Λ〉u(t)− 2

∫ t

0

〈ϕ(S2(t−r)∆αψ),Λ〉u(r)dr

=
(
〈ϕ2,Λ〉 − 2〈(∆αϕ)ϕ,Λ〉

)
u(t).

Then, equation (3.6) can be deduced from

〈ϕ,Qtψ〉 =
1

2
[〈(ϕ+ ψ), Qt(ϕ+ ψ)〉 − 〈ϕ,Qtϕ〉 − 〈ψ,Qtψ〉] .

Remark 3.1.7 (a) The assumption in the theorem above that F has a continuous density

cannot be dropped; without such assumption we cannot guarantee differentiability of the
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function t 7−→ C(t, ϕ; t, ϕ).

(b) Assuming that F (t) = 1 − e−λt, t ≥ 0, and α = 2 we get that u(t) ≡ λ, see Remark

1.7.1. Hence, (3.6) is equivalent to

〈ϕ,Qtψ〉 = λ〈ϕψ,Λ〉+ 〈∇ϕ · ∇ψ,Λ〉,

which recovers a result from Gorostiza (1983) for critical binary branching.

(c) By Remark (a) in Theorem 3.6 from Bojdecki and Gorostiza (1986), without any

regularity condition on F we still have

〈ϕ,Mt〉 = 〈ϕ,W 〉+

∫ t

0

〈ϕ,Ms〉ds+ 〈ϕ,Wt〉, t ≥ 0,

where {Wt, t ≥ 0} is a continuous S ′(Rd)-valued Gaussian process with covariance func-

tional

E [〈ϕ,Ws〉〈ϕ,Wt〉] = K(s ∧ t, ϕ; s ∧ t, ψ)

−
∫ s∧t

0

(K(u,∆αϕ;u, ψ)−K(u, ϕ;u,∆αψ))du,

for all s, t ≥ 0 and ϕ, ψ ∈ S(Rd).

(d) In case that α = 2, equation (3.5) has the meaning given in Section 5 Chapter 1.

When α < 2, (3.5) has to be understood in a generalized sense, because of ∆αS(Rd) *

S(Rd), see Dawson and Gorostiza (1990).

Theorem 3.1.8 (Spectral Measure) For any t ≥ 0, Mt is a homogeneous S ′(Rd)-valued

random field whose spectral measure has a density σt(z) given by

σt(z) = (2π)−d +

∫ t

0

e−2(t−r)|z|αdU(r), z ∈ Rd.

Proof: From (3.1) we have that, for each t ≥ 0 and ϕ, ψ ∈ S(Rd),

Cov (〈ϕ,Mt〉, 〈ψ,Mt〉) = 〈ϕψ,Λ〉+

∫ t

0

〈(St−rϕ)(St−rψ),Λ〉dU(r).

Hence, by Plancherel’s formula

〈ϕψ,Λ〉 = (2π)−d
∫

Rd
ϕ̂(x)

¯̂
ψ(x)dx
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and

Ŝtϕ(x) = e−t|x|
α ¯̂ϕ(x),

we get that∫ t

0

〈(St−rϕ)(St−rψ),Λ〉dU(r) =

∫
Rd
ϕ̂(x)

¯̂
ψ(x)

∫ t

0

e−2(t−r)|x|αdU(r) dx.

Therefore,

Cov (〈ϕ,Mt〉, 〈ψ,Mt〉) =

∫
Rd
ϕ̂(x)

¯̂
ψ(x)σt(x)dx,

with σt as in the theorem.

3.1.2 Proofs of the high density limit theorems

Here we give the proofs of the limits theorems announced at the beginning of the present

section.

Notice that, from Proposition 2.1.5, for 0 ≤ t1 ≤ t2 <∞ and ϕ1, ϕ2 ∈ S(Rd),

Cov(〈ϕ1, X
(K)
t1 〉, 〈ϕ2, X

(K)
t2 〉) = KC(t1, ϕ1; t2, ϕ2). (3.8)

The next lemma gives convergence of finite-dimensional distributions of M (K) towards

M .

Lemma 3.1.9 M (K) =⇒f M as K −→ ∞, i.e., for each p ≥ 1, 0 < tp ≤ tp−1 ≤ · · · ≤

t1 <∞, ϕ1, · · · , ϕp ∈ S(Rd) and θ1, · · · , θp ∈ R,

E
[
e
i
∑p
j=1 θj〈ϕj ,M

(K)
tj
〉
]
−→ exp

(
−1

2

p∑
j=1

p∑
k=1

θjθkC(tj, ϕj; tk, ϕk)

)
,

as K →∞.

Proof: The proof of this result relies on Bochner-Minlos-Sasonv’s theorem (Itô (1984)),

which is the counterpart of Lévy’s Continuity Theorem in nuclear spaces. First we note
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that

E
[
e
i
∑p
j=1 θj〈ϕj ,M

(K)
tj
〉
]

= E

[
exp

(
i

p∑
j=1

θj
〈ϕj, X(K)

tj 〉 −K〈ϕj,Λ〉
K1/2

)]

= E

[
exp

(
+i

p∑
j=1

θjK
−1/2〈ϕj, X(K)

tj 〉

)]

× exp

(
−iK1/2

p∑
j=1

θj〈ϕj,Λ〉

)

= exp

(
−K

∫
Rd

Ex

[
1− ei

∑p
j=1 θjK

−1/2〈ϕj ,Ztj 〉
]
dx

)
× exp

(
−iK1/2

p∑
j=1

θj〈ϕj,Λ〉

)

= exp

−1

2

∫
Rd

Ex

(
p∑
j=1

θj〈ϕj, Ztj〉

)2

dx


× exp

(∫
K
[
Exe

i
∑p
j=1K

−1/2θj〈ϕj ,Ztj 〉 − 1

−iK−1/2

p∑
j=1

θjEx〈ϕj, Ztj〉+
1

2
K−1Ex

(
p∑
j=1

θj〈ϕj, Ztj〉

)2
 dx

 ,

where the integrand converges to 0, asK −→∞, and is bounded by c
∑p

j=1 θ
2
jEx〈ϕj, Ztj〉2

for some constant c > 0 (see Breiman (1992) Proposition 8.44). Hence,

lim
K→∞

E
[
e
i
∑p
j=1 θj〈ϕj ,M

(K)
tj
〉
]

= exp

−1

2

∫
Rd

Ex

(
p∑
j=1

θj〈ϕj, Ztj〉

)2

dx

 .

Then, we finish the proof by observing that

∫
Rd

Ex

(
p∑
j=1

θj〈ϕj, Ztj〉

)2

dx =

p∑
j=1

p∑
k=1

θjθkC(tj, ϕj; tk, ϕk).

�
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Proof of Theorem 3.1.1. We need to show that, as K −→∞,

E

(
〈ϕ,X(K)

t 〉
K

− 〈ϕ,Λ〉

)2

−→ 0,

for all ϕ ∈ S(Rd). Note that, from (3.8),

E

(
〈ϕ,X(K)

t 〉
K

− 〈ϕ,Λ〉

)2

=
1

K2
E
(
〈ϕ,X(K)

t 〉 −K〈ϕ,Λ〉
)2

=
1

K2
Var

(
〈ϕ,X(K)

t 〉
)

=
1

K
C(t, ϕ; t, ϕ).

Letting K −→∞ yields the result. �

We conclude this Section by giving the proof of Theorem 3.1.2. We recall that, by a

well known result of Mitoma (1983b), to show tightness of the sequence {M (K)
t , t ≥ 0},

K = 1, 2, · · · , is enough to prove tightness of the sequence of the real-valued process

{〈ϕ,M (K)
t 〉, t ≥ 0}, K = 1, 2, · · · , for each ϕ ∈ S ′(Rd). The following lines uses some

notation from the Appendix.

Consider the process X̂ := {Xt×X̄t, t ≥ 0}, where {Xt, t ≥ 0} is the branching system

defined in Chapter 2, and {X̄t, t ≥ 0} is the Markovianized branching system introduced

in Appendix A. The process X̂ is a Markov process with paths in the Skorokhod space

D([0,∞),M(Rd)×M(R+ × Rd)).

We next give the infinitesimal generator of the process X̂ for certain cylindrical

functions. Define

g(µ1, µ2) := G(〈ϕ, µ1〉) for ϕ ∈ S(Rd), µ1 ∈M(Rd), µ2 ∈M(R+ × Rd),

where G ∈ C3(R) is such that G′′′ ≡ 0. It can be seen that the infinitesimal generator
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G, is given by

Gg(µ1, µ2) = 〈∆αϕ, µ1〉G′(〈ϕ, µ1〉) +
1

2
〈∆αϕ

2 − 2ϕ∆αϕ, µ1〉G′′(〈ϕ, µ1〉)

+〈λ(∗),
∞∑
k=0

pk[G(〈ϕ, µ1 + (k − 1)δ·〉)−G(〈ϕ, µ1〉)], µ2〉, (3.9)

where λ(u) = f(u)/(1 − F (u)), u ≥ 0 and for the notation 〈ψ(∗, ·), µ2〉 see comment

following (A.4); this can be done by expanding G in Taylor’s series and then proceeding

as in Section A.0.2 in the Appendix A.

Putting G(y) = y for all y ∈ R, from (3.9) we get that

Gg(µ1, µ2) = 〈∆αϕ, µ1〉+ 〈λ(∗),
∞∑
k=0

pk(k − 1)ϕ(·), µ2〉

= 〈∆αϕ, µ1〉,

where the second equality follows from criticality of the branching. Then, from the

Markov property we have that

Yt(ϕ) := 〈ϕ,Xt〉 −
∫ t

0

〈∆αϕ,Xs〉ds, t ≥ 0 and ϕ ∈ S(Rd), (3.10)

is a martingale (with respect to the filtration generated by the process X̂).

Proof of Theorem 3.1.2. We will show that the sequence {M (K), K = 1, 2, · · · }

satisfies all the conditions in Theorem 1.8.1. First we note that, by Theorem 3.1.5, the

process M possesses continuous paths. Condition (b) is proved in Lemma 3.1.9. To

prove conditions (c) and (d) we show that M (K) satisfies Remark 1.8.2. In fact, from

(3.8) we can see that

E〈ϕ,M (K)
t 〉2 = 〈ϕ2,Λ〉+

∫ t

0

〈(St−rϕ)2 ,Λ〉dU(r), (3.11)

for each t ≥ 0 and ϕ ∈ S(Rd). Note that, (3.11) can be bounded from above as follows

E〈ϕ,M (K)
t 〉2 ≤ 〈ϕ2,Λ〉+

∫ t

0

〈(St−r|ϕ|)2 ,Λ〉dU(r).
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Hence, without loss of generality we can assume that ϕ > 0. Now, we observe that

〈(St−rϕ)2 ,Λ〉 = 〈St−rϕ
φp

φpSt−rϕ,Λ〉

≤ |ϕ|p〈φpSt−rϕ,Λ〉

≤ |ϕ|p〈St−rϕ,Λ〉

= |ϕ|p〈ϕ,Λ〉. (3.12)

Hence

sup
0≤t≤T

E〈ϕ,M (K)〉2 ≤ sup
0≤t≤T

(
〈ϕ2,Λ〉+

∫ t

0

|ϕ|p〈ϕ,Λ〉dU(r)

)
≤ 〈ϕ2,Λ〉+ |ϕ|p〈ϕ,Λ〉U(T ),

and therefore,

sup
K≥1

sup
0≤t≤T

E〈ϕ,M (K)〉2 <∞.

It remains to verify Condition (a), and for this we use the Markovianized process dis-

cussed above. From (3.10) we know that for all ϕ ∈ S(Rd),

〈ϕ,Xt〉 −
∫ t

0

〈∆αϕ,Xs〉ds, t ≥ 0,

is a martingale. Therefore, for all ϕ ∈ S(Rd),

〈ϕ,M (K)
t 〉 −

∫ t

0

〈∆αϕ,M
(K)
s 〉ds, t ≥ 0, (3.13)

is also a martingale since 〈∆αϕ,Λ〉 = 0, seen as a process inD
(
[0,∞), S ′(Rd)× S ′(Rd+1)

)
.

Notice that, Lemma 3.1.9 gives M (K) =⇒f M , from this follows that (M (K), 0) =⇒f

(M, 0). Hence, we have shown that (M (K), 0) =⇒ (M, 0), this convergence holds in the

space D
(
[0,∞), S ′(Rd)× S ′(Rd+1)

)
. Finally, by Lemma 1.8.3 we get that, M (K) =⇒M

as K −→∞, in D
(
[0,∞), S ′(Rd)

)
. This completes the proof. �
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3.2 Space-time scaling

This Section is dedicated to the study of the so-called space-time scaling limit, in which

the coordinates in space-time are Kx and Kαt, respectively, and K →∞. Let {X2,K
t , t ≥

0} denote the resulting branching system. Then, for each K = 1, 2, . . .,

〈ϕ,X2,K
t 〉 = 〈ϕK , Xkαt〉, t ≥ 0, ϕ ∈ S(Rd), (3.14)

we recall that ϕK(x) = ϕ(x/K), x ∈ Rd. The fluctuation process {M2,K
t , t ≥ 0} is

defined by

〈ϕ,M2,K
t 〉 =

〈ϕK , XKαt〉 − E〈ϕK , XKαt〉
K(d+αγ)/2

, t ≥ 0, ϕ ∈ S(Rd). (3.15)

Throughout this Chapter we assume that d > αγ, which according to Vatutin and

Wakolbinger (1999) and Fleischmann et. al. (2002), corresponds to supercritical dimen-

sion for persistence, i.e., in this case the process is persistent. Notice that persistence of

our branching particle system holds also at the critical dimension d = αγ, see Vatutin

and Wakolbinger (1999) and Fleischmann et. al. (2002). As in many other cases, the

critical dimension is much more difficult to handle and requires a more delicate treat-

ment. If we do not restrict to d > αγ we can not prove that the error term (involving

third order moments) in the Taylor expansion goes to zero, see Lemma 3.2.10 below.

Thus we can not end up with a Gaussian process. Hence, it would be interesting to

investigate what happens at the critical dimension. For example, looking for another

normalizing constant we can try to show some kind of convergence.

We give the statements of the limit theorems of this section. The first one is a strong

law of large numbers of the process {M2,K
t , t ≥ 0}.

Theorem 3.2.1 (Law of large numbers) Assume that d > αγ. Then, for each t ≥ 0

〈ϕK , XKαt〉
Kd

−→ 〈ϕ,Λ〉, ϕ ∈ S(Rd),

in L2(Rd), as K −→∞.
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The main result of this section is the following theorem. From now on, the notation

d(uγ) should be understood as γuγ−1du.

Theorem 3.2.2 (Functional central limit theorem) Assume that d > αγ. Then, M2,K =⇒

M (2) as K −→∞, in the Skorokhod space D(R+, S
′(Rd)), where M (2) is a centered Gaus-

sian S ′(Rd)-valued process with covariance functional

K(t1, ϕ1; t2, ϕ2) :=
1

Γ(1 + γ)

∫ t2

0

∫
Rd

(St2−uϕ2)(x)(St1−uϕ1)(x)dx d(uγ), (3.16)

for all 0 ≤ t2 ≤ t1 <∞ and ϕ1, ϕ2 ∈ S(Rd).

Remark 3.2.3 Using the elementary renewal theorem 1.7.3 we can prove that theorems

3.2.1 and 3.2.2 still hold for a general lifetime distribution function with finite mean

µ > 0. The corresponding statements of these theorems remain the same as above but

with γ = 1, and the covariance functional in Theorem 3.2.2 changes to

K(t1, ϕ1; t2, ϕ2) :=
1

µ

∫ t2

0

∫
Rd

(St2−uϕ2)(x)(St1−uϕ1)(x)dx du.

In this way, we recover the classical known result for exponentially distributed lifetimes

with rate 1/µ.

3.2.1 Properties of the limit process

In this Section, we discuss continuity, Markov property and generalized Langevin equa-

tion of the fluctuation limit process.

Theorem 3.2.4 (a) M (2) is a Markov process.

(b) For any φ ∈ S(Rd),

〈φ,M (2)
t 〉 −

∫ t

0

〈∆αφ,M
(2)
r 〉dr, t ≥ 0,

is a square-integrable martingale with respect to the filtration Ft = σ{〈φ,M (2)
s 〉, 0 ≤ s ≤

t, φ ∈ S(Rd)}, for each t ≥ 0.
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Proof: (a) Given 0 ≤ t2 ≤ t1 < ∞ and ϕ1, ϕ2 ∈ S(Rd), we have by the semi-group

property of S,

K(t2, ϕ2; t2,St1−t2ϕ1) =
1

Γ(1 + γ)

∫ t1∧t2

0

〈(St2−r(St1−t2ϕ1)) (St2−rϕ2) ,Λ〉d(rγ)

=
1

Γ(1 + γ)

∫ t1∧t2

0

〈(St1−rϕ1) (St2−rϕ2) ,Λ〉d(rγ)

= K(t2, ϕ2; t1, ϕ1). (3.17)

To finish the proof we apply Theorem 1.4.5 with ϕ̂ = St1−t2ϕ.

The second part follows from (3.17), as in (b) of Theorem 3.1.4. �

Theorem 3.2.5 There exists p ≥ 1 such that the process M (2) has a continuous version

in the norm ‖·‖−p.

Proof: In the same way as in the proof of Theorem 1.4.8, we can see that

E sup
0≤t≤T

〈ϕ,M (2)
t 〉2 ≤ 26E〈ϕ,M (2)

T 〉
2 + (26 + 22)T

∫ T

0

E〈∆αϕ,M
(2)
s 〉2ds.

But, from Theorem 3.2.2 we know that,

E〈ϕ,M (2)
t 〉2 = K(t, ϕ; t, ϕ)

=
1

Γ(1 + γ)

∫ t

0

〈(St−rϕ)2 ,Λ〉d(rγ),

and, as in the proof of Theorem 3.1.5,

〈(St−rϕ)2 ,Λ〉 ≤ cϕ(t− r)2.

Hence,

E〈ϕ,M (2)
t 〉2 ≤

cϕ
Γ(1 + γ)

∫ t

0

(t− r)2γrγ−1dr

=
γcϕ

Γ(1 + γ)

∫ 1

0

(1− u)2uγ−1dutγ

=
γcϕ

Γ(1 + γ)

Γ(γ + 3)

Γ(γ)Γ(3)
tγ,
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where in the first equality we made the change of variables u = r/t, and the second

identity comes from the form of the Beta distribution. Then,

E sup
0≤t≤T

〈ϕ,M (2)
t 〉2 ≤ 26 γcϕ

Γ(1 + γ)

Γ(γ + 3)

Γ(γ)Γ(3)
T γ + (26 + 22)T

∫ T

0

const(ϕ)sγds

= 26cϕT
γ + (26 + 22)

γconst(ϕ)

Γ(1 + γ)

Γ(γ + 3)

Γ(γ)Γ(3)
T
T γ+1

γ + 1
,

and therefore,

E sup
0≤t≤T

〈ϕ,M (2)
t 〉2 ≤ c2

d,γ,ϕ,αg(T ),

where c2
d,γ,ϕ,α > 0 is a constant, and g(t) = tγ + t2+γ for all t ≥ 0. Noticing that g ∈ F+,

we get that

sup
T≥0

E sup0≤t≤T 〈ϕ,M
(2)
t 〉2

g(T )
= c2

d,γ,ϕ,α <∞.

An application of Theorem 1.4.8 finishes the proof. �

Theorem 3.2.6 (Langevin equation) For each φ ∈ S(Rd),

〈φ,M (2)
t 〉 = 〈φ,M (2)

0 〉+

∫ t

0

〈∆αφ,M
(2)
s 〉ds+ 〈φ,Wt〉, t ≥ 0,

where {Wt, t ≥ 0} is a continuous S ′(Rd)-valued Gaussian process with covariance func-

tional

E [〈ϕ,Ws〉〈ϕ,Wt〉] = K(s ∧ t, ϕ; s ∧ t, ψ)

−
∫ s∧t

0

(K(u,∆αϕ;u, ψ)−K(u, ϕ;u,∆αψ))du,

s, t ≥ 0, ϕ, ψ ∈ S(Rd).

Proof: This follows directly from Remark (a) in Theorem 3.6 of Bojdecki and Gorostiza

(1986). �
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Theorem 3.2.7 (Spectral Measure) For any t ≥ 0, M
(2)
t is a homogeneous S ′(Rd)-valued

random field whose spectral measure, σt(z), is given by

σt(z) =

∫ t

0

e−2(t−r)|z|αd(rγ), z ∈ Rd.

Proof: We omit the proof because it is similar to that of Theorem 3.1.8. �

3.2.2 Proofs of the space-time scaling limit theorems

This Section is dedicated to prove the limit theorem stated at the beginning of this

section. First, we show some technical results which are needed to prove the desired

convergence.

Lemma 3.2.8 Let KK(t1, ϕ1; t2, ϕ2) := Cov(〈ϕ1,M
2,K
t1 〉, 〈ϕ2,M

2,K
t2 〉), where 0 ≤ t2 ≤

t1 <∞ and ϕ1, ϕ2 ∈ S(Rd). Then,

KK(t1, ϕ1; t2, ϕ2) −→ K(t1, ϕ1; t2, ϕ2) as K −→∞,

where

K(t1, ϕ1; t2, ϕ2) =
1

Γ(1 + γ)

∫ t2

0

∫
Rd

(St2−uϕ2)(x)(St1−uϕ1)(x)dxd(uγ).

Proof: From the proof of Theorem 3.1.4 we know that, for 0 ≤ t2 ≤ t1 < ∞ and

ϕ1, ϕ2 ∈ S(Rd),

E〈ϕK , XKαt〉 = Kd〈Stϕ,Λ〉 = Kd〈ϕ,Λ〉.

Moreover,

C2
K(t1, ϕ1; t2, ϕ2) := Cov(〈ϕK1 , XKαt1〉; 〈ϕK2 , XKαt2〉)

= 〈ϕK2 SKα(t1−t2)ϕ
K
1 ,Λ〉

+

∫ Kαt2

0

∫
Rd

(SKαt2−rϕ
K
2 )(x)(SKαt1−rϕ

K
1 )(x)dx dU(r).
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Performing the change of variables u = r/Kα and using the self-similarity property of

the α-stable semigroup, we obtain that

C2
K(t1, ϕ1; t2, ϕ2) = Kd〈ϕ2St1−t2ϕ1,Λ〉

+Kd

∫ t2

0

∫
Rd

(St2−uϕ2)(x)(St1−uϕ1)(x)dxdU(Kαu). (3.18)

Note that, by definition

KK(t1, ϕ1; t2, ϕ2) = K−(d+αγ)C2
K(t1, ϕ1, ; t2, ϕ2),

and from (3.18),

KK(t1, ϕ1; t2, ϕ2) = K−αγ〈ϕ2St1−t2ϕ1,Λ〉

+K−αγ
∫ t2

0

∫
Rd

(St2−u)ϕ2(x)(St1−u)ϕ1(x)dxdU(Kαu). (3.19)

Then, from Lemma (1.7.5) we have that

KK(t1, ϕ1; t2, ϕ2) −→ K(t1, ϕ1; t2, ϕ2),

as K −→∞. �

For the next lemma we recall the notations (2.7) and (2.8), where mBs(t, ϕ1) is the

mean assuming that the initial particle starts at the random position Bs.

Lemma 3.2.9 For each 0 ≤ t3 ≤ t2 ≤ t1 <∞ and ϕj ∈ S(Rd), j = 1, 2, 3,

Ex

3∏
j=1

〈ϕj, Ztj〉 = Ex

3∏
j=1

ϕj(Btj)

+

∫ t3

0

Ex[CBs(t3 − s, ϕ3; t2 − s, ϕ2)mBs(t1 − s, ϕ1)

+CBs(t3 − s, ϕ3; t1 − s, ϕ1)mBs(t2 − s, ϕ2)

+CBs(t2 − s, ϕ2; t1 − s, ϕ1)mBs(t3 − s, ϕ3)]dU(s)

−Ex

[
ϕ3(Bt3)

∫ t2

t3

2∏
j=1

mBs(tj − s, ϕj)dU(s)

]
. (3.20)
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Proof: Keeping in mind the notation in Lemma 2.1.2, we have that, for p = 3,

Ex

3∏
j=1

〈ϕj, Ztj〉 =
∂3

∂θ3θ2θ1

Q3
t̄ θ(3)(x)|θj=0,

where

∂3

∂θ3θ2θ1

Q3
t̄ θ(3)(x) = Ex

{
3∏
j=1

ϕj(Btj)e
−
∑3
j=1 θjϕj(Btj )

−
∫ t1

0

[
Ψ′′′(Q3

t̄−sθ(3)(Bs))
3∏
j=1

∂

∂θj
Q3
t̄−sθ(3)(Bs)

+Ψ′′(Q3
t̄−sθ(3)(Bs))

∂2

∂θ3∂θ2

Q3
t̄−sθ(3)(Bs)

∂

∂θ1

Q3
t̄−sθ(3)(Bs)

+Ψ′′(Q3
t̄−sθ(3)(Bs))

∂2

∂θ3∂θ1

Q3
t̄−sθ(3)(Bs)

∂

∂θ2

Q3
t̄−sθ(3)(Bs)

+Ψ′′(Q3
t̄−sθ(3)(Bs))

∂2

∂θ2∂θ1

Q3
t̄−sθ(3)(Bs)

∂

∂θ3

Q3
t̄−sθ(3)(Bs)

+ Ψ′(Q3
t̄−sθ(3)(Bs))

∂3

∂θ3∂θ2∂θ1

Q3
t̄−sθ(3)(Bs)

]
dNs

+
3∏
j=2

ϕj(Btj)e
−θjϕj(Btj )

∫ t1

t2

Ψ′(Q1
t̄−sθ(1)(Bs))

∂

∂θ1

Q1
t̄−sθ(1)(Bs)dNs

−ϕ3(Bt3)e
−θ3ϕ3(Bt3 )

∫ t2

t3

Ψ′(Q2
t̄−sθ(2)(Bs))

∂2

∂θ2∂θ1

Q2
t̄−sθ(2)(Bs)dNs

− ϕ3(Bt3)e
−θ3ϕ3(Bt3 )

∫ t2

t3

Ψ′′(Q2
t̄−sθ(2)(Bs))

2∏
j=1

∂

∂θj
Q2
t̄−sθ(2)(Bs)dNs

}
.

Since Ψ(s) = 1
2
s2, we have that

Ψ′(0) = 0, Ψ′′(0) = 1, Ψ(K)(0) = 0, for K = 3, 4, · · · .

The proof ends by recalling that Q3
t̄ θ(3)(x)|θ1=θ2=θ3=0 = 0. �

Lemma 3.2.10 Assume that d > αγ. For each 0 ≤ t3 ≤ t2 ≤ t1 <∞ and ϕj ∈ S(Rd),

j = 1, 2, 3,

K−(d+αγ)3/2Ex

3∏
j=1

〈ϕKj , ZKαtj〉 −→ 0 as K −→∞.
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Proof: We start with the first term in the right hand side of (3.20). Using the Markov

property of the α-stable process, we obtain

Ex

[
3∏
j=1

ϕKj (BKαtj)

]

= Ex

{
E

[
3∏
j=1

ϕKj (BKαtj)

∣∣∣∣BKαt3

]}
= Ex

{
ϕK3 (BKαt3)E

[
ϕK1 (BKαt1)ϕ

K
2 (BKαt2)|BKαt3

]}
=

∫
pKαt3(x, y)ϕK3 (y)E

[
ϕK1 (BKαt1)ϕ

K
2 (BKαt2)|BKαt3 = y

]
dy

=

∫
pKαt3(x, y)ϕK3 (y)Ey

[
ϕK1 (BKα(t1−t3))ϕ

K
2 (BKα(t2−t3))

]
dy

=

∫
pKαt3(x, y)ϕK3 (y)Ey

{
E
[
ϕK1 (BKα(t1−t3))ϕ

K
2 (BKα(t2−t3))|BKα(t2−t3)

]}
dy

=

∫
pKαt3(x, y)ϕK3 (y)

∫
pKα(t2−t3)(y, z)ϕ

K
2 (z)Ez[ϕ

K
1 (BKα(t1−t2))]dzdy

=
(
SKαt3

(
ϕK3 (·)

(
SKα(t2−t3)ϕ

K
2

)
(·)
(
SKα(t1−t2)ϕ

K
1

)
(·)
))

(x)

= (St3 (ϕ3(·) (St2−t3ϕ2) (·) (St1−t2ϕ1) (·)))K (x)

= Kd (St3 (ϕ3(·) (St2−t3ϕ2) (·) (St1−t2ϕ1) (·))) (x).

Therefore,

K−(d+αγ)3/2Ex

[
3∏
j=1

ϕKj (BKαtj)

]
−→ 0, as K −→∞. (3.21)

Now we deal with the second term in equality (3.20). Namely,

∫ Kαt3

0

Ex[CBs(t3 − s, ϕ3; t2 − s, ϕ2)mBs(t1 − s, ϕ1)]dU(s)

=

∫ t3

0

Ex[CBKαs(K
α(t3 − s), ϕ3;Kα(t2 − s), ϕ2)mBKαs(K

α(t1 − s), ϕ1)]dU(Kαs)

=

∫ t3

0

∫
Rd
pKαs(x, y)

[(
ϕK3 SKα(t2−t3)ϕ

K
2

)
(y)

+

∫ Kα(t3−s)

0

(
SKαt3−rϕ

K
3

)
(y)
(
SKαt2−rϕ

K
2

)
(y)dU(r)

(
SKα(t1−s)ϕ

K
1

)
(y)
]
dydU(Kαs),
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where ∫ t3

0

∫
Rd
pKαs(x, y)ϕK3 (y)(SKα(t2−t3)ϕ

K
2 )(y)dydU(Kαs)

=

∫ t3

0

(
SKαs(ϕ3St2−t3ϕ2)K

)
(x)dU(Kαs)

=

∫ t3

0

(Ss(ϕ3St2−t3ϕ2))K (x)dU(Kαs)

= Kd

∫ t3

0

(Ss(ϕ3St2−t3ϕ2)) (x)dU(Kαs)

= O(Kd+αγ),

and∫ t3

0

∫
Rd
pKαs(x, y)

∫ Kα(t3−s)

0

(
SKαt3−rϕ

K
3

)
(y)
(
SKαt2−rϕ

K
2

)
(y)dU(r)

×
(
SKα(t1−s)ϕ

K
1

)
(y)dydU(Kαs)

=

∫ t3

0

SKαt3

∫ t3−s

0

[(
SKα(t3−h)ϕ

K
3

)
(·)
(
SKα(t2−h)ϕ

K
2

)
(·)dU(Kαh)

×
(
SKα(t1−s)ϕ

K
1

)
(·)
]

(x)dU(Kαs)

=

∫ t3

0

∫ t3−s

0

SKαs

[
(St3−hϕ3)K (·) (St2−hϕ2)K (·) (St1−sϕ1)K (·)

]
(x)dU(Kαh)dU(Kαs)

=

∫ t3

0

∫ t3−s

0

(Ss [(St3−hϕ3) (·) (St2−hϕ2) (·) (St1−sϕ1) (·)] (x))K dU(Kαh)dU(Kαs)

= Kd

∫ t3

0

∫ t3−s

0

Ss [(St3−hϕ3) (·) (St2−hϕ2) (·) (St1−sϕ1) (·)] (x)dU(Kαh)dU(Kαs)

= O(Kd+2αγ).

Therefore,∫ Kαt3

0

Ex[CBs(t3 − s, ϕ3; t2 − s, ϕ2)mBs(t1 − s, ϕ1)]dU(s) = O(Kd+αγ) +O(Kd+2αγ).

Similarly, we have that∫ Kαt3

0

Ex[CBs(t3 − s, ϕ3; t1 − s, ϕ1)mBs(t2 − s, ϕ2)]dU(s) = O(Kd+αγ) +O(Kd+2αγ),

and∫ Kαt3

0

Ex[CBs(t2 − s, ϕ2; t1 − s, ϕ1)mBs(t3 − s, ϕ3)]dU(s) = O(Kd+αγ) +O(Kd+2αγ).
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Also, it can be shown as in the preceding calculations that,

Ex

[
ϕ3(Bt3)

∫ t2

t3

2∏
j=1

mBs(tj − s, ϕj)dU(s)

]
= O(kd+αγ).

Therefore, putting all these calculations together, we obtain that

Ex

3∏
j=1

〈ϕKj , ZKαtj〉 = O(Kd) +O(Kd+αγ) +O(Kd+2αγ)−O(Kd+αγ).

Finally, since d > αγ,

K−(d+αγ)3/2Ex

3∏
j=1

〈ϕKj , ZKαtj〉 −→ 0,

as K −→∞. �

We are ready to prove convergence of the finite-dimensional distributions of M2,K to

those of M .

Proposition 3.2.11 Assume that d > αγ. Then, M2,K =⇒f M
(2) as K −→∞.

Proof: Given 0 ≤ tp ≤ tp−1 ≤ · · · ≤ t1 < ∞ and ϕ1, · · · , ϕp ∈ S(Rd) we have that, for

each θ1, · · · , θp ∈ R,

E

[
exp

(
i

p∑
j=1

θj〈ϕj,M2,K
tj 〉

)]

= E

[
exp

(
i

p∑
j=1

θj
〈ϕKj , XKαtj〉 − E〈ϕKj , XKαtj〉

K(d+αγ)/2

)]

= E

[
exp

(
i

p∑
j=1

K−(d+αγ)/2θj〈ϕKj , XKαtj〉

)]

× exp

(
−i

p∑
j=1

K−(d+αγ)/2θjE〈ϕKj , XKαtj〉

)
,
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where

E

[
exp

(
i

p∑
j=1

K−(d+αγ)/2θj〈ϕKj , XKαtj〉

)]

exp

(
−
∫

Rd
Ex

[
1− ei

∑p
j=1K

−(d+αγ)/2θj〈ϕKj ,ZKαtj 〉
]
dx

)

= exp

∫
Rd

Exi

p∑
j=1

K−(d+αγ)/2θj〈ϕKj , ZKαtj〉 −
K−(d+αγ)

2
Ex

(
p∑
j=1

θj〈ϕKj , ZKαtj〉

)2

− i

3!
K−(d+αγ)3/2Ex

(
p∑
j=1

θj〈ϕKj , ZKαtj〉

)3

+ · · ·

 dx
 .

Thus, from the preceding calculations and lemmas 3.2.8 and 3.2.10, we get that

E

[
exp

(
i

p∑
j=1

θj〈ϕj,M2,K
tj 〉

)]
= exp

(
−1

2

p∑
j=1

p∑
l=1

θjθlKK(tj, ϕj; tl, ϕl) + o(K(d+αγ)3/2)

)
,

and therefore,

lim
K−→∞

E

[
exp

(
i

p∑
j=1

θj〈ϕj,M2,K
tj 〉

)]
= exp

(
−1

2

p∑
j=1

p∑
l=1

θjθlK(tj, ϕj; tl, ϕl)

)
,

the last relation showing that M2,K =⇒f M
(2) as K −→∞. �

Now we proceed to prove theorems 3.2.1 and 3.2.2, stated at the beginning of this

section.

Proof of Theorem 3.2.1. Given t ≥ 0 and ϕ ∈ S(Rd) we have that,

E
(
〈ϕK , XKαt〉

Kd
− 〈ϕ,Λ〉

)2

= K−2dE
(
〈ϕK , XKαt〉 − E〈ϕK , XKαt〉

)
= K−2dC2

K(t, ϕ; t, ϕ).
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Now, from (3.18) and Lemma 1.7.2 we get that

lim
K−→∞

E
(
〈ϕK , XKαt〉

Kd
− 〈ϕ,Λ〉

)2

= lim
K−→∞

(
K−d〈ϕ2,Λ〉+K−d

∫ t

0

〈(St−sϕ)2,Λ〉dU(Kαs)

)
= lim

K−→∞

K−d+αγ

Γ(1 + γ)

∫ t

0

〈(St−sϕ)2,Λ〉d(sγ)

= 0

because of −d+ αγ < 0. This ends the proof. �

Proof of Theorem 3.2.2. We follow the same approach as in Theorem 3.1.2. We

have to verify that conditions (a)-(d) in Theorem 1.8.1 hold. Condition (a) follows in

a similar way as to the corresponding condition in Theorem 3.1.2, and condition (b) is

exactly Proposition 3.2.11. To show (c) and (d) we will prove that

sup
K≥1

sup
0≤t≤T

E〈ϕ,M2,K
t 〉2 <∞, ϕ ∈ S(Rd),

for each T > 0. We recall that, as in the proof of Theorem 3.1.2, we can assume that

ϕ > 0. Then, from Lemma 3.2.8 and (3.19) we have that

E〈ϕ,M2,K
t 〉2 = K−αγ〈ϕ2,Λ〉+K−αγ

∫ t

0

〈(St−uϕ)2,Λ〉dU(Kαu)

≤ K−αγ
[
〈ϕ2,Λ〉+ |ϕ|p〈ϕ,Λ〉

∫ t

0

dU(Kαu)

]
≤ K−αγ

[
〈ϕ2,Λ〉+ |ϕ|p〈ϕ,Λ〉U(Kαt)

]
,

since by (3.12), 〈(St−uϕ)2,Λ〉 ≤ |ϕ|p〈ϕ,Λ〉. Then, for each T > 0

sup
0≤t≤T

E〈ϕ,M2,K
t 〉2 ≤ K−αγ

[
〈ϕ2,Λ〉+ bϕcp 〈ϕ,Λ〉U(KαT )

]
.

Hence,

sup
0≤t≤T

E〈ϕ,M2,K
t 〉2 <∞.

�
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Chapter 4

Occupation time: strong laws of

large numbers

Given a càdlàg measure-valued process Y =: {Yt, t ≥ 0}, the occupation time process of

Y is again a measure-valued process {Jt, t ≥ 0} defined by

〈ψ, Jt〉 :=

∫ t

0

〈ψ, Ys〉ds, t ≥ 0,

for all bounded measurable function ψ : Rd → R+. Our goal in this Chapter is to show

that the occupation time of the branching system {Xt, t ≥ 0}, satisfies a strong law of

large numbers similar to that obtained by Cox and Griffeath (1985) and Méléard and

Roelly (1992) for the case in which the particle lifetimes are exponentially distributed.

See López-Mimbela (1994) for a multi-type version in the Markov case.

Section 1 deals with the strong law of large numbers in the case of heavy-tailed

lifetimes. In Section 2 we show the strong law in the case of particle lifetimes with finite

mean.

47
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4.1 Heavy-tailed life times

Recall that the age-dependent branching particle system with long-living particles is

persistent for dimensions d ≥ αγ, d = αγ being the critical dimension, see Vatutin and

Wakolbinger (1999) and Fleischmann et. al. (2002). We shall prove that the occupation

time satisfies a strong law of large numbers in super-critical dimensions d > αγ. We shall

prove the result in two steps. First we show that the result holds for “low” dimensions

αγ < d < 2α; this part of the proof uses the non-Markovian branching system described

in Chapter 2. In the second step we consider “large” dimensions d ≥ 2α, and in this

case we use the Markovianized branching system described in Appendix A.

4.1.1 Low dimensions

In this section we study the strong law in dimensions d such that αγ < d < 2α. As

we mentioned above, in this case we work directly with the non-Markovian branching

system {Xt, t ≥ 0} described in Chapter 2.

As in Bojdecki et. al. (2004), we define the re-scaled occupation time process,

{JT (t) := JtT , t ≥ 0}, i.e., for any positive bounded measurable function ϕ,

〈ϕ, JT (t)〉 :=

∫ tT

0

〈ϕ,Xs〉ds

= T

∫ t

0

〈ϕ,XsT 〉ds, t ≥ 0.

Notice that, by Fubini’s theorem,

E〈ϕ, JT (1)〉 = 〈ϕ,Λ〉T, (4.1)

since E〈ϕ,Xt〉 = 〈ϕ,Λ〉. The main result in this section is the following theorem.

Theorem 4.1.1 Assume that αγ < d < 2α and that ϕ is a positive test function with∫
Rd

∫
Rd
ϕ(x)ϕ(y)|x− y|α−ddydx <∞
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in case that d < α. Then, as T −→∞,

T−1〈ϕ, JT (1)〉 a.s.→ 〈ϕ, λ〉. (4.2)

The proof of the theorem is based on the Borel-Cantelli Lemma. In order to use this

classical tool we prepare some preliminary results.

Recall that, from (2.11), the covariance functional of the branching system is given

by

Cov (〈ϕ,Xs〉, 〈ϕ,Xt〉) = 〈ϕSt−sϕ,Λ〉+

∫ s

0

〈ϕSt+s−2rϕ,Λ〉dU(r), s ≤ t, ϕ ∈ S(Rd),

(4.3)

where U(r) := E[Ns] =
∑∞

k=0 F
∗k(r).

Lemma 4.1.2 Suppose that the hypothesis in Theorem 4.1.1 hold. Then, for each ε > 0

and all T large enough,

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ, λ〉| > ε

)
≤ 2

ε2
(
c3T

−2 + c1T
−1 + c2T

−d/α + c4T
γ−d/α) ,

for some non-negative constants c1, c2, c3 and c4.

Proof: Let ε > 0 be given. Then, using Chebyshev’s inequality and (4.1),

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ, λ〉| > ε

)
≤ 1

ε2
E
(
T−1〈ϕ, JT (1)〉 − 〈ϕ, λ〉

)2

=
1

ε2T 2
E (〈ϕ, JT (1)〉 − T 〈ϕ, λ〉)2

=
1

ε2T 2
Cov (〈ϕ, JT (1)〉, 〈ϕ, JT (1)〉)

=
1

ε2

∫ 1

0

∫ 1

0

Cov (〈ϕ,XsT 〉, 〈ϕ,XtT 〉) dtds.

By changing the order of integration we obtain that

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ,Λ〉| > ε

)
≤ 2

ε2

∫ 1

0

dv

∫ v

0

Cov (〈ϕ,XuT 〉, 〈ϕ,XvT 〉) du. (4.4)

Therefore, from (4.3) we get that

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ,Λ〉| > ε

)
≤ (I) + (II), (4.5)
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where

(I) :=
2

ε2

∫ 1

0

dv

∫ v

0

du〈ϕST (v−u)ϕ,Λ〉,

and

(II) :=
2

ε2

∫ 1

0

dv

∫ v

0

du

∫ u

0

dU(Tr)〈ϕST (v+u−2r)ϕ,Λ〉.

We proceed to derive upper-bounds for the last two integrals (I) and (II). Firstly, by

performing the change of variables s = (v − u)T and t = vT , we get that

ε2

2
(I) =

1

T 2

∫ T

0

dt

∫ t

0

ds〈ϕSsϕ,Λ〉

=
1

T 2

∫ A

0

dt

∫ t

0

ds〈ϕSsϕ,Λ〉+
1

T 2

∫ T

A

dt

∫ t

0

ds〈ϕSsϕ,Λ〉

for some positive constant A, where∫ t

0

〈ϕSsϕ,Λ〉ds =

∫ t

0

∫
Rd

∫
Rd
ϕ(x)ps(x− y)ϕ(y)dy dx ds

=

∫
Rd

∫
Rd
ϕ(x)ϕ(y)

∫ t

0

ps(x− y)ds dy dx

≤
∫

Rd

∫
Rd
ϕ(x)ϕ(y)const.

(
|x− y|α−d + t1−d/α

)
dy dx

since ∫ t

0

ps(x− y)ds ≤ const.
(
|x− y|α−d + t1−d/α

)
because of self-similarity of the α-stable semigroup. Since by assumption∫

Rd

∫
Rd
ϕ(x)ϕ(y)|x− y|α−ddy dx <∞,

we get∫ T

A

dt

∫ t

0

〈ϕSsϕ, λ〉ds ≤ const.

∫
Rd

∫
Rd
ϕ(x)ϕ(y)

∫ T

A

(
|x− y|α−d + t1−d/α

)
dt dy dx

= c1(T − A) + c2(T 1−d/α − A1−d/α),

for some constants c1, c2 > 0. Therefore,

(I) ≤ 2

ε2

(
c3

T 2
+ c1

T

T 2
+ c2

T 2−d/α

T 2

)
, (4.6)
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where

c3 =

∫ A

0

dt

∫ t

0

〈ϕSsϕ,Λ〉ds.

In order to estimate the integral (II), we recall that

U(t) ∼ tγ/Γ(1 + γ) as t→∞

due to 1 − F (t) ∼ t−γ/Γ(1 − γ), see Theorem 1.7.5. Then, writing ϕ̂ for the Fourier

transform of ϕ, we obtain

ε2

2
(II) =

∫ 1

0

dv

∫ v

0

du

∫ u

0

dU(Tr)
1

(2π)d

∫
Rd
dy|ϕ̂(y)|2e−T (v+u−2r)|y|α

=
1

(2π)d

∫ 1

0

dv

∫ v

0

du

∫
Rd
dy|ϕ̂(y)|2

∫ u

0

dU(Tr)e−T (v+u−2r)|y|α

∼ γT γ

(2π)d

∫ 1

0

dv

∫ v

0

du

∫
Rd
dy|ϕ̂(y)|2

∫ u

0

e−T (v+u−2r)|y|αrγ−1dr,

and, after the change of variables z = (T (v + u− 2r))1/αy, we get that

ε2

2
(II) ∼ γT γ

(2π)d

∫ 1

0

dv

∫ v

0

du

∫
Rd
dz

∫ u

0

T−d/α(v + u− 2r)−d/α

×|ϕ̂(T−d/α(v + u− 2r)−d/αz)|2e−|z|αrγ−1dr

≤ γT γ−d/α〈ϕ, λ〉
(2π)d

∫
Rd
dze−|z|

α

∫ 1

0

dv

∫ v

0

du

∫ u

0

(v + u− 2r)−d/αrγ−1dr.

Changing the order of integration in the expression above yields

=
γT γ−d/α〈ϕ, λ〉

(2π)d

∫
Rd
dze−|z|

α

∫ 1

0

dv

∫ v

0

rγ−1

∫ v

r

du(u+ v − 2r)−d/αdr

=
γT γ−d/α〈ϕ, λ〉

(2π)d

∫
Rd
dze−|z|

α

∫ 1

0

dv

∫ v

0

rγ−1 21−d/α(v − r)1−d/α − (v − r)1−d/α

1− d/α
dr

=
γT γ−d/α〈ϕ, λ〉

(2π)d
21−d/α − 1

1− d/α

∫
Rd
dze−|z|

α

∫ 1

0

dv

∫ v

0

rγ−1(v − r)1−d/αdr.

Changing again the order of integration we get

=
γT γ−d/α〈ϕ, λ〉

(2π)d
21−d/α − 1

1− d/α

∫
Rd
dze−|z|

α

∫ 1

0

rγ−1

∫ 1

r

dv(v − r)1−d/αdr

=
γT γ−d/α〈ϕ, λ〉

(2π)d
21−d/α − 1

(1− d/α)(2− d/α)

∫
Rd
dze−|z|

α

∫ 1

0

rγ−1(1− r)2−d/αdr,
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where the last equality follows from the assumption d < 2α. Hence, for T large enough

(II) ≤ 2

ε2
c4T

γ−d/α. (4.7)

Therefore,

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ, λ〉| > ε

)
≤ 2

ε2
(
c3T

−2 + c1T
−1 + c2T

−d/α + c4T
γ−d/α) .

Proof of Theorem 4.1.1. Let ε > 0 and a > 1 be given constants, and let Tn = an

for n = 1, 2, . . . . Then,

∞∑
n=1

P
(
|T−1
n 〈ϕ, JTn(1)〉 − 〈ϕ,Λ〉| > ε

)
≤ 2

ε2

∞∑
n=1

(
c3T

−2
n + c1T

−1
n + c2T

−d/α
n + c4T

γ−d/α
n

)
=

2

ε2

∞∑
n=1

(
c3a
−2n + c1a

−n + c2a
(−d/α)n + c4a

(γ−d/α)n
)

< ∞,

due to the assumption d > γα. It follows from the Borel-Cantelli lemma that

T−1
n 〈ϕ, JTn(1)〉 a.s.→ 〈ϕ, λ〉, as n −→∞.

Now, we observe that for each T > 1, there exists some non-negative integer n(T )

such that an(T ) ≤ T ≤ an(T )+1 and n(T ) −→∞, as T −→∞. Hence,

〈ϕ, Jan(T )(1)〉
an(T )+1

≤ 〈ϕ, JT (1)〉
T

≤ 〈ϕ, Jan(T )+1(1)〉
an(T )

,

and
〈ϕ, λ〉
a
≤ lim inf

T→∞

〈ϕ, JT (1)〉
T

≤ lim sup
T→∞

〈ϕ, JT (1)〉
T

≤ 〈ϕ, λ〉a,

these inequalities being true for any a > 1. Letting a→ 1 we get the result. �

Remark 4.1.3 Note that the null set in the proof of Theorem 4.1.1 may depend on the

test function ϕ. A null set can be chosen not to depend on ϕ, see proof of Theorem 1 in

Iscoe (1986b).
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4.1.2 Large dimensions

Our goal in this section is to complete the proof of the strong law of large numbers

for the occupation time of our branching system. Namely, we show that Theorem 4.1.1

also holds in large dimensions. To do this, we use the Markovianized branching system

{X̄t, t ≥ 0} defined in Appendix A. We refer to Appendix A for definitions and notations

regarding the process {X̄t, t ≥ 0}. We shall prove the following theorem.

Theorem 4.1.4 Assume that d ≥ 2α and that X̄0 is a Poisson random field on R+×Rd

with intensity measure F × Λ. Then, as t→∞,

〈φ, Jt〉
t

a.s.→ 〈φ,Λ〉,

for all positive test function φ. (Here F also denotes the Lebesgue-Stieltjes measure

associated to the lifetime distribution F ).

Remark 4.1.5 Since we are interested only in the spatial component of our branching

system, it is enough to deal with functions which only depend on the spatial coordinate.

To prove this theorem we will need some preliminary results, starting with

Proposition 4.1.6 Assume that X̄0 is as in Theorem 4.1.4. Let φ, ψ be nonnegative,

measurable compactly supported functions from R+ ×Rd to R+. Then, the joint Laplace

functional of the branching particle system and its occupation time is given by

E
[
e−〈ψ,X̄t〉−

∫ t
0 〈φ,X̄s〉ds

]
= e−〈V

ψ
t φ,F×Λ〉,

where V ψ
t φ satisfies, in the mild sense, the non-linear evolution equation

∂

∂t
V ψ
t φ(u, x) = LV ψ

t φ(u, x)− λ(u)[Φ(1− V ψ
t φ(0, x))− (1− V ψ

t φ(0, x))]

+φ(u, x)(1− V ψ
t φ(u, x)), (4.8)

V ψ
0 φ(u, x) = 1− e−ψ(u,x),

where Φ(s) = 1
2

+ 1
2
s2, for all s ∈ [−1, 1], with λ given by (A.1) and L given by (A.2) in

Appendix A.
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Proof: First we note that Proposition (A.0.2) also holds for a time-dependent function

ψ. In particular, we can replace ψ by Wψ
T−tφ for t ∈ [0, T ] with T > 0 fixed, where Wψ

t φ

is the mild solution of the partial differential equation

∂

∂t
Wψ
t φ(u, x) = LWψ

t φ(u, x) + λ(u)[Φ(Wψ
t φ(0, x))−Wψ

t φ(0, x)]− φ(u, x)Wψ
t φ(u, x),

Wψ
0 φ(u, x) = e−ψ(u,x).

We see that, for T > 0 fixed, (A.9) can be written as

M ′
t := e〈logWψ

T−tφ,X̄t〉 −
∫ t

0

〈φ, X̄s〉e〈logWψ
T−sφ,X̄s〉ds,

hence M ′ is a martingale on [0, T ]. Now, applying Corollary 2.3.3 of Ethier and Kurtz

(1986) to M ′, we get that

M̃t := exp

(
〈logWψ

T−tφ, X̄t〉 −
∫ t

0

〈φ, X̄s〉ds
)
, 0 ≤ t ≤ T,

is a martingale. Then, taking expectations and using the martingale property of M̃ we

deduce that

E
[
e−〈ψ,X̄t〉−

∫ t
0 〈φ,X̄s〉ds

]
= E

[
e〈logWψ

t φ,X̄0〉
]

= e−〈1−W
ψ
t φ,F×Λ〉,

where the last equality follows from the assumption that the initial population is Poisso-

nian with intensity measure F×Λ. Finally, to finish the proof we put V ψ
t φ := 1−Wψ

t φ.�

The next Lemma gives the mean of the occupation time.

Lemma 4.1.7 Let φ : Rd → R+ be a measurable function with compact support. Then,

for each t ≥ 0,

E〈φ, Jt〉 = 〈φ,Λ〉t.
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Proof: For any given function φ(x), x ∈ Rd, we define the extended function φ̄(u, x) ≡

φ(x), (u, x) ∈ R+ × Rd. Moreover, for any k ≥ 0 we define

Lt(kφ̄) := E
[
e−k

∫ t
0 〈φ̄,X̄s〉ds

]
= e−〈Vt(kφ̄),F×Λ〉, (4.9)

where Vt(kφ̄) satisfies (4.8) with φ̄ substituted by kφ̄, and ψ ≡ 0. Notice that

E〈φ, Jt〉 = − d

dk
E
[
exp−〈kφ̄,Jt〉

] ∣∣∣
k=0+

=

〈
d

dk
V 0
t (kφ̄), F × Λ

〉
exp

(
−
〈
V 0
t (kφ̄), F × Λ

〉)
|k=0+ .

Then, defining V̇tφ̄ := d
dk
V 0
t (kφ̄)

∣∣∣
k=0+

and recalling that V 0
t (0φ̄) = 0, we obtain

∂
∂t
V̇tφ̄(u, x) = LV̇tφ̄(u, x) + φ̄(u, x)

V̇0φ̄(u, x) = 0.

Therefore, recalling that {T̃t, t ≥ 0} denotes the semigroup associated to the process

{ξ̃t, t ≥ 0} (see Appendix A Section A.0.1.),

V̇tφ̄(u, x) =

∫ t

0

T̃t−sφ̄(u, x)ds

=

∫ t

0

St−sφ(x)ds.

Consequently, using that Λ is invariant for the α-stable semigroup,

E〈φ̄, Jt〉 =
〈
V̇tφ̄, F × Λ

〉
=

〈∫ t

0

St−sφds,Λ
〉

=

∫ t

0

〈φ,Λ〉 ds

= 〈φ,Λ〉t.

�
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The next Lemma provides a bound for the variance of the occupation time. Recall

that Φ(s) = 1/2 + s2/2 for −1 ≤ s ≤ 1.

Lemma 4.1.8 Let φ : Rd → R+ be a measurable function with compact support. Then,

for each t ≥ 0,

Var〈φ, Jt〉 ≤ Φ′′(1)〈λ, F 〉Const(φ)(t+ t3−d/α)

+2Const(φ)(t+ t2−d/α). (4.10)

Proof: Define φ̄ as before. Taking derivative of Vt(kφ̄) with respect to k, and using

equation (4.8), we obtain

∂2

∂t∂k
Vt(kφ̄)(u, x) = A

∂

∂k
Vt(kφ̄)(u, x) + φ̄(u, x)(1− Vt(kφ̄)(0, x))

−kφ̄(u, x)
∂

∂k
Vt(kφ̄)(u, x)

−λ(u)

[
−Φ′(1− Vt(kφ̄(0, x))

∂

∂k
Vt(kφ̄)(0, x) +

∂

∂k
Vt(kφ̄)(0, x)

]
and

∂3

∂t∂k2
Vt(kφ̄)(u, x) = A

∂2

∂k2
Vt(kφ̄)(u, x)− 2φ̄(u, x)

∂

∂k
Vt(kφ̄)(u, x)

−kφ̄(u, x)
∂2

∂k2
Vt(kφ̄)(u, x)

−λ(u)

[
Φ′′
(
1− Vt(kφ̄)(0, x)

)( ∂

∂k
Vt(kφ̄)(u, x)

)2

−Φ′(1− Vt(kφ̄)(0, x))
∂2

∂k2
Vt(kφ̄)(0, x) +

∂2

∂k2
Vt(kφ̄)(0, x)

]
.

Letting V̈tφ̄ = ∂2

∂K2Vt(kφ̄)|k=0+ we see that

∂

∂t
V̈tφ(u, x) = LV̈tφ̄(u, x)− λ(u)Φ′′(1)

(
V̇tφ̄(0, x)

)2

− 2φ̄(u, x)V̈tφ̄(u, x). (4.11)

From Lemma 4.1.7 and (4.11) we obtain

V̈tφ̄(u, x) =

∫ t

0

T̃s

[
−λ(u)Φ′′(1)

(∫ s

0

T̃rφ̄(u, x)dr

)2

− 2φ̄(u, x)

∫ s

0

T̃rφ̄(u, x)dr

]
ds.
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Note that Var〈φ, Jt〉 = −
〈
V̈tφ̄(∗, •), F × Λ

〉
. Therefore,

Var〈φ̄, Jt〉 =

〈∫ t

0

T̃s

[
λ(∗)Φ′′(1)

(∫ s

0

T̃rφ̄(∗, •)dr
)2

+2φ̄(∗, •)
∫ s

0

T̃rφ̄(∗, •)dr
]
ds, F × Λ

〉
=

∫ t

0

〈
λ(∗)Φ′′(1)

(∫ s

0

T̃rφ̄(∗, •)dr
)2

, F × Λ

〉
ds

+2

∫ t

0

〈
φ̄(∗, •)

∫ s

0

T̃rφ̄(∗, •)dr, F × Λ

〉
ds

=: (A) + (B).

Notice that, under the choice of φ̄, T̃tφ̄(u, x) = Stφ(x) for all t ≥ 0, and that 〈λ, F 〉 <

∞. In fact, using that λ(u) ∼ u−1 and f(u) ∼ u−γ−1, we get that for A > 0 sufficiently

large,

〈λ, F 〉 =

∫ ∞
0

λ(u)f(u)du

=

∫ A

0

λ(u)f(u)du+

∫ ∞
A

λ(u)f(u)du

∼
∫ A

0

λ(u)f(u)du+

∫ ∞
A

u−1u−γ−1du

< ∞.

Now,

(A) =

∫ t

0

〈
λ(∗)Φ′′(1)

(∫ s

0

Srφ(•)dr
)2

, F × Λ

〉
ds

= 〈λ, F 〉Φ′′(1)

∫ t

0

〈(∫ s

0

Srφdr
)2

,Λ

〉
ds.

Moreover, it can be shown that∫ t

0

〈(∫ s

0

Srφdr
)2

,Λ

〉
ds ≤ Const(φ2)(t+ t3−d/α),

and consequently,

(A) ≤ Φ′′(1)〈λ, F 〉Const(φ2)(t+ t3−d/α).
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Similarly, for the second term we have that

(B) = 2

∫ t

0

〈
φ̄(∗, •)

∫ s

0

T̃rφ̄(∗, •)dr, F × Λ

〉
ds

= 2

∫ t

0

〈∫ s

0

Srφdr,Λ
〉
ds,

where ∫ t

0

〈∫ s

0

Srφdr,Λ
〉
ds ≤ Const(φ)(t+ t2−d/α),

hence,

(B) ≤ 2Const(φ)(t+ t2−d/α).

Finally, combining the bounds for (A) and (B) we get the result. �

Proof of Theorem 4.1.4. Applying Chebyshev’s inequality we have that for each

t ≥ 0 and ε > 0

P

{
|〈φ, Jt〉 − 〈φ,Λ〉|

t
> ε

}
≤ 1

t2ε2
Var〈φ, Jt〉.

Let a ∈ (1,∞) and kn = an, for n ∈ N. Then, by Lemma 4.1.8

∞∑
n=1

P

{
|〈φ, Jkn〉 − 〈φ,Λ〉|

kn
> ε

}
≤ 1

ε2

∞∑
n=1

Var〈φ, Jkn , 〉

≤ 1

ε2

{
Φ′′(1)〈λ, F 〉Const(φ)

∞∑
n=1

(kn + k3−d/α
n )/k2

n

+ 2Const(φ)
∞∑
n=1

(kn + k2−d/α
n )/k2

n

}

≤ 1

ε2

{
Φ′′(1)〈λ,G∗〉Const(φ)

∞∑
n=1

(
a−n + a(1−d/α)n

)
+ 2Const(φ)

∞∑
n=1

(
a−n + a(−d/α)n

)}
< ∞.
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Hence, by Borel-Cantelli’s Lemma

1

kn
〈φ, Jkn〉

a.s.→ 〈φ,Λ〉,

as n→∞.

The proof can be completed in a similar way as was done for Theorem 4.1.1. �

Remark 4.1.9 When the particle lifetimes have an exponential distribution with mean

λ−1, Theorem 4.1.4 reduces to Theorem 4 of Méléard and Roelly (1992).

4.2 Life times with general distribution but finite

mean

In this Section we assume that the particle lifetimes have a general distribution function

with finite mean. Namely, we suppose that F is any non-arithmetic distribution function

supported on the non-negative real line with finite mean µ > 0.

In case that the lifetimes have an arbitrary distribution with finite mean, the branch-

ing particle system is persistent in dimensions d > α, and becomes extinct when d ≤ α

(see Vatutin and Wakolbinger (1999)). Note that this is exactly the same persistence

condition as for the case when the life times are exponentially distributed. The purpose

is to show that the strong law of large numbers for the occupation time also holds in

dimensions d ≥ 2α. In fact, we shall show the following theorem.

Theorem 4.2.1 Assume that d ≥ 2α, and that F is non-arithmetic with finite mean

µ > 0. Then, for all ϕ ∈ S(Rd),

T−1〈ϕ, JT (1)〉 a.s.→ 〈ϕ,Λ〉 as T −→∞. (4.12)
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Proof: As in the proof of Lemma 4.1.2, we have that

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ, λ〉| > ε

)
≤ 2

ε2

∫ 1

0

dv

∫ v

0

Cov (〈ϕ,XuT 〉, 〈ϕ,XvT 〉) du. (4.13)

Then,

P
(
|T−1〈ϕ, JT (1)〉 − 〈ϕ,Λ〉| > ε

)
≤ (I) + (II), (4.14)

where

(I) :=
2

ε2

∫ 1

0

dv

∫ v

0

du〈ϕST (v − u)ϕ,Λ〉,

and

(II) :=
2

ε2

∫ 1

0

∫ v

0

∫ Tu

0

〈(STu−rϕ)(STv−rϕ),Λ〉dU(r)du dv.

We recall the bound (4.6) for (I). It remains to upper-bound (II).

Performing the change of variables h = r/T in (II) and using Theorem 1.7.3, we

have that, for T large enough,

(II) =
2

ε2

∫ 1

0

∫ v

0

∫ u

0

〈(ST (u−h)ϕ)(ST (v−r)ϕ),Λ〉dU(Th)du dv

=
2

ε2

∫ 1

0

∫ v

0

∫ u

0

〈(ST (u−h)ϕ)(ST (v−r)ϕ),Λ〉d
[
U(Th)

Th
Th

]
du dv

=
2T

ε2µ

∫ 1

0

∫ v

0

∫ u

0

〈(ST (u−h)ϕ)(ST (v−r)ϕ),Λ〉dh du dv

=
2T

ε2µ

∫ 1

0

∫ v

0

∫ v

h

〈(ST (u−h)ϕ)(ST (v−r)ϕ),Λ〉du dh dv,

where we changed the order of integration to obtain the last equality. It can be seen

that, after performing several changes of variables, (II) can be written as

(II) =
2

ε2µT 2

∫ T

0

∫
Rd

∫ v

0

∫ t

0

(Ssϕ)(x)(Stϕ)(x)ds dt dx dv

≤ 2

ε2µT 2

∫ T

0

∫
Rd

∫ v

0

∫ v

0

(Ssϕ)(x)(Stϕ)(x)ds dt dx dv

=
2

ε2µT 2

∫ T

0

∫
Rd

∫
Rd
ϕ(y)ϕ(z)

∫ v

0

∫ v

0

pt+s(y − z)ds dt dy dy dv.

On the other hand, we can show that∫ v

0

∫ v

0

pt+s(y − z)ds dt ≤ c
(
|y − z|2α−d + v2−dα) ,
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for some constant c > 0. Hence, for fixed A > 0

(II) ≤ 2

ε2µT 2

∫ A

0

∫
Rd

∫
Rd
ϕ(y)ϕ(z)

∫ v

0

∫ v

0

pt+s(y − z)ds dt dy dy dv

+
2

ε2µT 2

∫ T

A

∫
Rd

∫
Rd
ϕ(y)ϕ(z)

∫ v

0

∫ v

0

pt+s(y − z)ds dt dy dy dv

≤ 2

ε2µT 2

∫ A

0

∫
Rd

∫
Rd
ϕ(y)ϕ(z)

∫ v

0

∫ v

0

pt+s(y − z)ds dt dy dy dv

+
2

ε2µT 2
c

∫
Rd

∫
Rd
ϕ(y)ϕ(z)|y − z|2α−ddy dz(T − A)

+
2

ε2µT 2
c

∫
Rd

∫
Rd
ϕ(y)ϕ(z)dy dz

(T 3−d/α − A3−d/α)

3− d/α

≤ 2

ε2µ

∫ A

0

∫
Rd

∫
Rd
ϕ(y)ϕ(z)

∫ v

0

∫ v

0

pt+s(y − z)ds dt dy dy dvT−2

+
2

ε2µ
c

∫
Rd

∫
Rd
ϕ(y)ϕ(z)|y − z|2α−ddy dzT−1

+
2

ε2µ
c

∫
Rd

∫
Rd
ϕ(y)ϕ(z)dy dz

(T 1−d/α − A3−d/αT−2)

3− d/α
.

Finally, the proof can be completed in the same way as that of Theorem 4.1.1. �
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Chapter 5

Occupation time fluctuations: work

in progress

In this Chapter we present some preliminary covariance calculations regarding the occu-

pation time fluctuation process of our age-dependent branching system. For the case of

exponentially distributed lifetimes see Bojdecki et. al. (2004), Bojdecki et. al. (2006a)

and Bojdecki et. al. (2006b).

Throughout this Chapter we assume that αγ < d < 2α. Notice that, in the case of

finite mean lifetimes (which can be regarded as γ = 1), our assumption on the dimension

is the same as in the case of exponentially distributed lifetimes, see Bojdecki et. al.

(2006b). When the lifetimes have finite mean, the limit process exhibits long-range

dependence. A similar behavior seems to prevail in the case of heavy-tailed lifetimes,

although with a different long-range dependence process.

5.1 Convergence of covariances

Recall that the occupation time process {Jt, t ≥ 0} is defined by

〈ϕ, Jt〉 :=

∫ t

0

〈ϕ,Xs〉ds, t ≥ 0, ϕ ∈ S(Rd).

63
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For each T > 0, we introduce the re-scaled occupation time process JT (t) := JTt, which

is given by

〈ϕ, JT (t)〉 =

∫ Tt

0

〈ϕ,Xs〉ds = T

∫ t

0

〈ϕ,XTs〉ds, t ≥ 0,

T being a parameter which will tend to infinity.

Notice that, due to criticality and the invariance of Λ for the α−stable semigroup,

we obtain that

E〈ϕ, JT (t)〉 = Tt〈ϕ,Λ〉.

We define occupation time fluctuation process {JT (t), t ≥ 0} by

〈ϕ,JT (t)〉 =
1

HT

(〈ϕ, JT (t)〉 − Tt〈ϕ,Λ〉)

=
T

HT

∫ t

0

(〈ϕ,XTt〉 − 〈ϕ,Λ〉) ds, t ≥ 0,

where HT is certain normalization that we shall choose in such a way that we obtain a

non-degenerated limit as T →∞. From the last identity we can see that, for 0 ≤ s ≤ t,

Cov (〈ϕ,JT (s)〉, 〈ψ,JT (t)〉)

=
T 2

H2
T

∫ s

0

du

∫ t

0

dvCov (〈ϕ,XTu〉, 〈ψ,XTv〉)

=
T 2

H2
T

∫ s

0

du

∫ t

0

dvC(uT, ϕ; vT, ψ)

=
T 2

H2
T

(∫ s

0

∫ t

s

C(uT, ϕ; vT, ψ)dv du

+2

∫ s

0

∫ v

0

C(uT, ϕ; vT, ψ)du dv

)
. (5.1)

From Proposition 2.1.5 we have that

C(s, ϕ; t, ψ) = 〈ϕSt−sψ, λ〉+

∫ s

0

∫
Rd

(Ss−rϕ)(x)(St−rψ)(x)dxdU(r), (5.2)

where U(r) =
∑∞

k=0 F
∗k(r).
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Now, we express equation (5.2) in terms of Fourier transforms. For any ϕ ∈ S(Rd),

the Fourier transform ϕ̂ of ϕ is defined by

ϕ̂(x) =

∫
Rd
eix·yϕ(y)dy,

where x · y is the inner product in Rd.

Using Plancherel’s formula

〈ϕψ,Λ〉 =
1

(2π)d

∫
Rd
ϕ̂(y)ψ̂(y)dy,

and the fact that

Ŝtϕ(x) = e−t|x|
α

ϕ̂(x), (5.3)

(see Sato (1999)) we get that

Cov (〈ϕ,Xs〉〈ψ,Xt〉) =
1

(2π)d

∫
Rd
ϕ̂(y)Ŝt−sψ(y)dy

+
1

(2π)d

∫ s

0

∫
Rd

(
Ŝt−rϕ

)
(y)

(
Ŝs−rψ

)
(y)dydU(r),

from where we deduce that

Cov (〈ϕ,Xs〉〈ψ,Xt〉) =
1

(2π)d

∫
Rd
ϕ̂(y)ψ̂(y)

[
e−(t−s)|y|α +

∫ s

0

e−(t+s−2r)|y|αdU(r)

]
dy.

(5.4)

Therefore, substituting (5.4) into (5.1) we see that

Cov (〈ϕ,JT (s)〉, 〈ψ,JT (t)〉)

=
T 2

H2
T (2π)d

(∫ s

0

∫ t

s

∫
Rd
ϕ̂(y)ψ̂(y)

[
e−T (v−u)|y|α +

∫ u

0

e−T (v+u−2r)|y|αdU(Tr)

]
dy dv du

+2

∫ s

0

∫ v

0

∫
Rd
ϕ̂(y)ψ̂(y)

[
e−T (v−u)|y|α +

∫ u

0

e−T (v+u−2r)|y|αdU(Tr)

]
dy du dv

)
. (5.5)

Our aim now in to determine the normalizing function HT . To do this, we investigate

the asymptotic behavior of (5.5) as T →∞. Define

(IT ) :=
T 2

H2
T

∫ s

0

∫ t

s

(2π)−d
∫

Rd
ϕ̂(y)ψ̂(y)

∫ u

0

e−T (u+v−2r)|y|αdU(Tr) dy dv du,
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(IIT ) := 2
T 2

H2
T

∫ s

0

∫ v

0

(2π)−d
∫

Rd
ϕ̂(y)ψ̂(y)

∫ u

0

e−T (u+v−2r)|y|αdU(Tr) dy du du,

and

(IIIT ) :=
T 2

H2
T

(∫ s

0

du

∫ t

s

dv + 2

∫ s

0

dv

∫ v

0

du

)
1

(2π)d

∫
Rd
ϕ̂(y)ψ̂(y)e−T (v−u)|y|αdy.

Recall that, from Theorem 1.7.5,

U(t) ∼ tγ

Γ(1 + γ)
as t→∞. (5.6)

Hence, using (5.6), we get that for T large enough,

(IT ) ∼ γT 2+γ

(2π)dH2
T

∫
Rd

∫ s

0

∫ t

s

∫ u

0

ϕ̂(y)ψ̂(y)e−T (u+v−2r)|y|αrγ−1dr dv du dy

=
γT 2+γ

(2π)dH2
T

∫
Rd

∫ s

0

∫ u

0

ϕ̂(y)ψ̂(y)e−T (u−2r)|y|αrγ−1

[
−e
−Tv|y|α

T |y|α
∣∣∣t
v=s

]
dr du dy

=
γT 2+γ

(2π)dH2
T

∫
Rd

∫ s

0

∫ u

0

ϕ̂(y)ψ̂(y)

|y|α
rγ−1

[
e−T (s+u−2r) − e−T (t+u−2r)

]
dr du dy.

Performing the change of variables z = (T (s+ u− 2r))1/αy and z = (T (t+ u− 2r))1/αy

we get that

(IT ) =
γT 1+γ

(2π)dH2
T

∫
Rd

∫ s

0

∫ u

0

ϕ̂(T−1/α(s+ u− 2r)−1/αz)ψ̂(T−1/α(s+ u− 2r)−1/αz)

T−1(s+ u− 2r)−1|z|α

×e−|z|αrγ−1T−d/α(s+ u− 2r)−d/αdr du dy

− γT 1+γ

(2π)dH2
T

∫
Rd

∫ s

0

∫ u

0

ϕ̂(T−1/α(t+ u− 2r)−1/αz)ψ̂(T−1/α(t+ u− 2r)−1/αz)

T−1(t+ u− 2r)−1|z|α

×e−|z|αrγ−1T−d/α(t+ u− 2r)−d/αdr du dy.

Hence, putting HT = T (2+γ−d/α)/2 and using that ϕ̂(0) = 〈ϕ,Λ〉, we obtain that

(IT ) −→ (I), as T −→∞,

where

(I) := γ(2π)−d〈ϕ,Λ〉〈ψ,Λ〉
∫

Rd

e−|z|
α

|z|α
dz

×
∫ s

0

∫ u

0

rγ−1
[
(s+ u− 2r)1−d/α − (t+ u− 2r)1−d/α] dr du.
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Furthermore, changing the order of integration in the last two integrals and using that

d < 2α, we obtain

(I) =
γ〈ϕ,Λ〉〈ψ,Λ〉

(2π)d(2− d/α)

∫
Rd

e−|z|
α

|z|α
dz

{∫ s

0

rγ−1
[
(2s− 2r)2−d/α − (s− r)2−d/α] dr

−
∫ s

0

rγ−1
[
(t+ s− 2r)2−d/α − (t− r)2−d/α] dr} . (5.7)

Using similar arguments we can show that, with HT = T (2+γ−d/α)/2,

(IIT ) −→ (II),

(IIIT ) −→ 0,

as T −→∞, where

(II) :=
γ〈ϕ,Λ〉〈ψ,Λ〉

(2π)d(2− d/α)

∫
Rd

e−|z|
α

|z|α
dz
(
1− 21−d/α) ∫ s

0

rγ−1(s− r)2−d/αdr. (5.8)

Therefore, for all 0 ≤ s ≤ t and ϕ, ψ ∈ S(Rd),

lim
T−→∞

Cov (〈ϕ,JT (s)〉, 〈ψ,JT (t)〉)

=
γ〈ϕ,Λ〉〈ψ,Λ〉

(2π)d(2− d/α)

∫
Rd

e−|z|
α

|z|α
dz

{∫ s

0

rγ−1(s− r)2−d/αdr

−
∫ s

0

rγ−1(t+ s− 2r)2−d/αdr +

∫ s

0

rγ−1(t− r)2−d/αdr

}
. (5.9)

Putting

Qa,b(s, t) :=

∫ s∧t

0

ra
[
(s ∧ t− r)b + (s ∨ t− 2)b − (t+ s− 2r)b

]
dr, (5.10)

we see that (5.9) can be written as follows. For all s, t ≥ 0 and ϕ, ψ ∈ S(Rd),

lim
T−→∞

Cov (〈ϕ,JT (s)〉, 〈ψ,JT (t)〉) =
γ〈ϕ,Λ〉〈ψ,Λ〉

(2π)d(2− d/α)

∫
Rd

e−|z|
α

|z|α
dzQγ−1,2−d/α(s, t).

(5.11)

Remark 5.1.1 a) Notice that, although the limit (5.9) does not imply weak convergence

of processes, it does imply existence of a Gaussian process with covariance function given
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by (5.10) with a = γ − 1 and b = 2− d/α.

b) If we assume a general non-arithmetic finite-mean lifetime distribution, i.e. γ = 1,

then, for 0 ≤ s ≤ t, (5.10) reduces to

Q0,2−d/α(s, t) =

∫ s

0

[
(s− r)2−d/α + (t− 2)2−d/α − (t+ s− 2r)2−d/α] dr

=
1

3− d/α

(
t3−d/α + s3−d/α − 1

2

[
(t+ s)3−d/α − (t− s)3−d/α]) .(5.12)

Note that (5.12) is the covariance function of Theorem 2.2 in Bojdecki et. al. (2006b),

which was obtained under the assumptions of exponentially distributed lifetimes and α <

d < 2α. A Gaussian process with covariance function given by (5.12) is called sub-

fractional Brownian motion.

c) Due to part b) in this remark, we conjecture that Theorem 2.2 in Bojdecki et. al.

(2006b) can be extended to a general (non necessarily exponential) lifetime distribution

with finite mean.

d) In case of heavy-tailed lifetime we conjecture that a result similar to Theorem 2.2 in

Bojdecki et. al. (2006b) should hold, with a different long-range dependence self-similar

process.

Other problems that remain to be investigated on their own right.

1) Under what conditions on the parameters, a y b, (5.10) is a covariances function?

2) Investigate long-range dependence of the process with covariance function (5.10),

which could be called weighted sub-fractional Brownian motion (w-subfbm), see Bojdecki

et. al. (2007a).



Appendix A

Markovianizing the branching

system

A.0.1 The basic process

In this section we consider the R+ × Rd-valued Markov process ξ̃ defined by ξ̃ :=

{(η(t), ξ(t)), t ≥ 0}, where ξ ≡ {ξ(t), t ≥ 0} is the spherically symmetric α-stable

motion, and the process η ≡ {ηt, t ≥ 0}, defined below, represents the age at time t ≥ 0

in a renewal process with arrival distribution function F .

The process ξ̃ models the evolution of a population starting at time t = 0 with an

individual of age η0 ∈ [0,∞) at position ξ0 ∈ Rd. During its remaining (or “residual”)

lifetime, this individual develops a random motion ξ̃ in R+×Rd whose position component

follows an α-stable motion. At death, the individual is replaced by a particle of age zero

at the place where the parent individual died, and the new particle evolves in the same

way as its progenitor, and so on.

Let {τi, i = 1, 2, . . .} be a sequence of i.i.d. random variables with a common distri-

bution function F which has continuous density f , and such that F (0) = 0 and F (t) < 1

for all t ∈ R+. Let u ≥ 0 be a given number, and let τu0 be an independent random

69
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variable with distribution function Fu defined by

Fu(t) := P {τu0 ≤ t} =
F (u+ t)− F (u)

1− F (u)
.

The age-process (starting at u) is defined as follows:

ηt = u+ t for 0 ≤ t < τu0 ,

ηt = t− τu0 for τu0 ≤ t < τu0 + τ1,

...

ηt = t− (τu0 + τ1 + · · ·+ τn) for τu0 + τ1 + · · ·+ τn ≤ t < τu0 + τ1 + · · ·+ τn+1,

n = 1, 2, . . . .

The process {ηt, t ≥ 0} is Markovian, and is known as the age process, see Joffe (1992).

Notice that {ηt, t ≥ 0} can be seen as a piecewise deterministic Markov process (see e.g.

Rolski et. al. (1999), Chapter 11) whose first jump time δ0 has distribution

Pu{δ0 > t} = e−
∫ u+t
u λ(s)ds, t ≥ 0,

where

λ(u) :=
f(u)

1− F (u)
, u ≥ 0, (A.1)

and Pu means that η0 = u, and the successive jumps {δ1, δ1, · · · } have distribution

function given by

Pu{δk > t} = e−
∫ t
0 λ(s)ds, t ≥ 0, k = 1, 2, . . . .

Let S̃ ≡ {S̃t, t ≥ 0} be the semigroup of linear operators corresponding to ξ̃. Our

aim here is to find the infinitesimal generator L of S̃.

Proposition A.0.1 Let ψ : R+ × Rd → R be a bounded function such that ψ(·, x) ∈

C1
b (R+) for any x ∈ Rd, and ψ(u, ·) ∈ Dom(∆α) = C∞c (Rd) for any u ∈ R+. Then,

Lψ(u, x) =
∂ψ(u, x)

∂u
+ ∆αψ(u, x)− λ(u)[ψ(u, x)− ψ(0, x)]. (A.2)

Hence, {ξ̃t, t ≥ 0} is a homogeneous Markov process whose infinitesimal generator Lψ,

ψ ∈ Dom(L), is given by the right hand side of (A.2).
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Proof: For every t ≥ 0 we need to find the limit

L(t)ψ(u, x) = lim
h↓0

h−1E
[
ψ(ξ̃t+h)− ψ(ξ̃t)|ξ̃t = (u, x)

]
.

For any h ≥ 0 we have that

h−1E
[
ψ(ξ̃t+h)− ψ(u, x)|ξ̃t = (u, x)

]
= h−1E

[
ψ(ξ̃t+h)|ξ̃t = (u, x)

]
− h−1ψ(u, x)

= h−1

{
e−

∫ u+h
u λ(s)dsSαhψ(u+ h, .)(x) +

∫ h

0

λ(u+ r)e−
∫ u+r
u λ(s)ds

×
∫

Rd
pαr (x, y)dydrE[ψ(ξ̃t+h) | ξ̃t+r = (0, y)]

}
− h−1ψ(u, x)

=
1

h
e−

∫ u+h
u λ(s)ds [Sαhψ(u+ h, .)(x)− Sαhψ(u, .)(x)]

+
1

h
e−

∫ u+h
u λ(s)ds [Sαhψ(u, .)(x)− ψ(u, .)(x)] +

1

h

(
e−

∫ u+h
u λ(s)ds − 1

)
ψ(u, x)

+
1

h

∫ h

0

λ(u+ r)e−
∫ u+r
u λ(s)dsSαr E[ψ(ξ̃t+h) | ξ̃t+r = (0, .)](x)dr.

Therefore, letting h ↓ 0 and using the strong continuity of S in the first term on the

last equality, we get (A.2).

A.0.2 Markovianizing an age-dependent branching particle sys-

tem

Let X ≡ {Xt, t ≥ 0} be the branching system defined in the introduction. For any t ≥ 0,

let X̄t denote the population in R×Rd obtained by attaching to each individual δx ∈ Xt

its age. Namely, for each t ≥ 0

X̄t =
∑
i

δ(ηit,ξ
i
t)
,

where ηit and ξit denotes the age and position, respectively, of the ith particle at time t

and the summation is over all particles alive at time t. Notice that all newborns get age

0. In this Section we assume that the branching law is critical, i.e, a random variable ζ

with pk := P (ζ = k), k = 0, 1, 2, · · · , such that
∑∞

k=1 kpk = 1. Let Φ be the probability
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generating function of ζ, i.e., Φ(s) := E sζ , |s| ≤ 1.Thoroughout this section we suppose

that the initial state X̄0 is a general locally finite counting measure on R× Rd.

Let X̄ ≡ {X̄t, t ≥ 0}. In this section we calculate the infinitesimal generator G of X̄

on certain cylindrical functions Gψ ∈ Dom(G). Namely, let ψ : R+ × Rd −→ (0, 1] be a

function having compact support, and such that ψ ∈ Dom(L). Let ν be a locally finite

counting measure on R× Rd. Define

Gψ(ν) := exp (〈logψ, ν〉) , (A.3)

sometimes we write (A.3) as

Gψ(ν) := exp (〈logψ(∗, ·), ν〉) , (A.4)

to emphasize that ∗ is a variable in R+ and · is a variable in Rd. The infinitesimal

generator of {X̄t; t ≥ 0}, evaluated at the function Gψ(ν), is defined by

GGψ(ν) := lim
t→0

t−1E
[
Gψ(X̄t)−Gψ(ν) | X̄0 = ν

]
.

Following Ikeda et. al. (1969) we can see that G can be expressed as

GGψ(ν) = BGψ(ν) +DGψ(ν),

where B and D are the infinitesimal generators corresponding to the branching and

diffusion parts, respectively. We first evaluate the branching part. Assume that the

system starts with a finite population X̄0 =
∑n

k=1 δ(uk,xk). Let τ∗ be the time to the first

branching, i.e.

τ∗ = min{τ1 − u1, · · · , τn − un},
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where τi is the total life time of the i-th particle, i = 1, . . . , n. Then

BGg

(
X̄0

)
= lim

h↓0
h−1E

[
Gg(X̄h)−Gg(X̄0)|X̄0 =

n∑
k=1

δ(uk,xk)

]

= lim
h↓0

h−1

n∑
i=1

P {0 < τi − ui ≤ h,

n∧
j=1,j 6=i

(τj − uj) > τi − ui|τ1 > u1, · · · , τn > un

}

×
∞∑
k=0

pk
[
Gg(X0 − δ(ui,xi) + kδ(0,xi))−Gg(X0)

]
,

where to obtain the second equality we used that

{τ∗ ≤ h|τ1 > u1, · · · , τn > un} =
n⋃
i=1

{0 < τi − ui ≤ h,

n∧
j=1,j 6=i

(τj − uj) > τi − ui|τ1 > u1, · · · , τn > un}.

Therefore,

P{τ∗ ≤ h|τ1 > u1, · · · , τn > un}

= P

{
0 < τi − ui ≤ h,

n∧
j=1,j 6=i

(τj − uj) > τi − ui|τ1 > u1, · · · , τn > un

}

=
n∑
i=1

P
{

0 < τi − ui ≤ h,
∧n
j=1,j 6=i(τj − uj) > τi − ui, τ1 > u1, · · · , τn > un

}
P {τ1 > u1, · · · , τn > un}

=

∑n
i=1

∫ ui+h
ui

∏n
j=1,j 6=i P{τj − uj > r − ui, τj > uj}fτi(r)dr∏n

i=1 P{τi > ui}

=

∑n
i=1

∫ ui+h
ui

∏n
j=1,j 6=i e

−
∫ (r+uj−ui)∧uj
0 λ(s)dsλ(r)e−

∫ r
0 λ(s)dsdr∏n

i=1 P{τi > ui}
,

and so,

lim
h↓0

h−1P{τ∗ ≤ h|τ1 > u1, · · · , τn > un} =
n∑
i=1

λ(ui).
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Consequently,

BGg

(
X̄0

)
=

n∑
i=1

λ(ui)
∞∑
k=0

pk
[
Gg(X̄0 − δ(ui,xi) + kδ(0,xi))−Gg(X̄0)

]
= 〈λ(∗)

∞∑
k=0

pk
[
Gg(µ− δ(∗,•) + kδ(0,•))−Gg(µ)

]
, X̄0〉.

Hence, for all ν ∈ N ,

BGψ(ν) = 〈λ(∗, ·)
∞∑
k=0

pk
[
Gψ(ν − δ(∗,·) + kδ(0,·))−Gψ(ν)

]
, ν〉

= 〈λ(∗)
∞∑
k=0

pk

[
ψk(0, ·)
ψ(∗, ·)

− 1

]
, ν〉

= Gψ(ν)〈λ(∗)Φ(ψ(0, ·))− ψ(∗, ·)
ψ(∗, ·)

, ν〉. (A.5)

Let us see what the diffusion part is. Again, we suppose that X̄0 =
∑n

k=1 δ(uk,xk).

Then,

E[Gψ(X̄h) | X̄0, τ∗ > h]P (τ∗ > h | τ1 > u1, · · · , τn > un)

=
n∑
k=1

e
−
∫ uk+h
uk

λ(r)drShψ(uk + h, xk)
n∏

j=1,j 6=k

e−
∫ uj+h
uj

λ(r)drShψ(uj + h, xj).

Using independence we obtain that

E[Gψ(X̄h)−Gψ(X̄0) | X̄0] =
n∏
k=1

e
−
∫ uk+h
uk

λ(r)drShψ(uk + h, xk),



75

hence,

DGψ(X̄0) := lim
h↓0

h−1E[Gψ(X̄h)−Gψ(X̄0) | X̄0]

= lim
h↓0

h−1

[
n∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk + h, xk)−

n∏
k=1

Shψ(uk, xk)

]

= lim
h↓0

h−1

[
n∏
k=1

e
−
∫ uk+h
uk

λ(r)drShψ(uk + h, xk)−
n∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk + h, xk)

+
n∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk + h, xk)−

n∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk, xk)

+
n∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk, xk)−

n∏
k=1

ψ(uk, xk)

]

=
n∑
k=1

[
∆αψ(uk, xk) +

∂

∂u
ψ(uk, xk)− λ(uk)ψ(uk, xk)

] n∏
j=1,j 6=k

ψ(uj, xj). (A.6)

We will prove the last equality only for n = 2; for general n the calculations are similar

but more involved. Take n = 2 and define

(I) := lim
h↓0

h−1

[
2∏

k=1

e
−
∫ uk+h
uk

λ(r)drShψ(uk + h, xk)−
2∏

k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk + h, xk)

]
,

(II) := lim
h↓0

h−1

[
2∏

k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk + h, xk)−

2∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk, xk)

]
,

and

(III) := lim
h↓0

h−1

[
2∏

k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk, xk)−

2∏
k=1

ψ(uk, xk)

]
.

Applying the chain rule to the third term we get that

(III) = −
2∑

k=0

λ(uk)
2∏

j=1,j 6=k

ψ(uj, xj).
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For the second term,

(II) = lim
h↓0

[
2∏

k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk + h, xk)−

2∏
k=1

e
−
∫ uk+h
uk

λ(r)dr
ψ(uk, xk)

]
= lim

h↓0
h−1

{
e
−
∫ u1+h
u1

λ(r)dr
[ψ(u1 + h, x1)− ψ(u1, x1)]e

−
∫ u2+h
u2

λ(r)dr
ψ(u2, x2)

+ e
−
∫ u2+h
u2

λ(r)dr
[ψ(u2 + h, x2)− ψ(u2, x2)]e

−
∫ u1+h
u1

λ(r)dr
ψ(u1, x1)

}
= ψ(u2, x2)

∂

∂u
ψ(u1, x1) + ψ(u1, x1)

∂

∂u
ψ(u2, x2).

Finally, we evaluate the first term

(I) = lim
h↓0

h−1

[
2∏

k=1

e
−
∫ uk+h
uk

λ(r)drShψ(uk + h, xk)−
2∏

k=1

e
−
∫ uk+h
uk

λ(r)dr
φ(uk + h, xk)

]
= lim

h↓0
h−1

{
e
−
∫ u1+h
u1

λ(r)dr
[Shψ(u1 + h, x1)− ψ(u1, x1)]e

−
∫ u2+h
u2

λ(r)drShψ(u2, x2)

e
−
∫ u2+h
u2

λ(r)dr
[SThψ(u2 + h, x2)− ψ(u2, x2)]e

−
∫ u1+h
u1

λ(r)drShψ(u1, x1)
}

= ψ(u2, x2)∆αψ(u1, x1) + ψ(u1, x1)∆αψ(u2, x2).

Putting together the expression for (I), (II) and (III) yields (A.6) for n = 2.

Note that (A.6) can be written as

DGψ(ν) = Gψ(ν)

〈
∆αψ(∗, ·) + ∂

∂∗ψ(∗, ·)− λ(∗)ψ(∗, ·)
ψ(∗, ·)

, ν

〉
, (A.7)

hence, adding (A.5) and (A.7) we get that

GGψ(ν) = Gψ(ν)

〈
Lψ(∗, ·) + λ(∗)[Φ(ψ(0, ·))− ψ(0, ·)]

ψ(∗, ·)
, ν

〉
. (A.8)

Using the Martingale problem for {X̄t, t ≥ 0} we can summarize the previous calcu-

lations in the following proposition, see Ethier and Kurtz (1986) Chapter 4.

Proposition A.0.2 Let {X̄t, t ≥ 0} be the branching particle system defined at the

beginning of this Section. Then for each ψ ∈ Dom(L) such that 0 < ‖ψ‖ ≤ 1 and ψ > 0,

the process

Mt := e〈logψ,X̄t〉 −
∫ t

0

e〈logψ,X̄s〉
〈
Lψ(∗, ·) + λ(∗)[Φ(ψ(0, ·))− ψ(0, ·)]

ψ(∗, ·)
, X̄s

〉
ds, (A.9)

is a martingale.
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Remark A.0.3 If 1−F (t) = e−λt for some constant λ > 0, then from (A.1) we get that

λ(t) ≡ λ. Hence, taking ψ(u, x) ≡ ψ(x), the martingale (A.9) in Proposition A.0.2 can

be written as

Mt = e〈logψ,Xt〉 −
∫ t

0

e〈logψ,Xs〉
〈

∆αψ(·) + λ[Φ(ψ(·))− ψ(·)]
ψ(·)

, Xs

〉
ds, (A.10)

which coincides with the previous known results, see for example Méléard and Roelly

(1992).
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